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1. For convex set Q ⊂ Rn, Euclidean projection πQ(x) of point x ∈ Rn on Q is defined as
follows:

πQ(x) = argmin
y∈Q

∥x− y∥2.

Why it is unique? Find Euclidean projections for the following sets:

B2 = {y ∈ Rn : ∥y∥2 ≤ 1, B∞ = {y ∈ Rn : ∥y∥∞ ≤ 1 ∆n = {y ∈ Rn
+ :

n∑
i=1

y(i) = 1}.

2. Prove that the entropy function η(x) =
n∑

i=1

x(i) lnx(i) is strongly convex on ∆n in l1-norm.

What is its convexity parameter.

3. Compute the Bregman projection

Bh(x, g) = arg min
y∈∆n

{h⟨g, y − x⟩+ β(x, y)}

for the Bregman distance β(x, y) = η(y)− η(x)− ⟨∇η(x), y − x⟩, x, y ∈ ∆n.

4. For convex cone K, the dual cone K∗ is defined as K∗ = {s ∈ Rn : ⟨s, x⟩ ≥ 0, ∀x ∈ K}.
Compute the dual cones for the following cones:

K = Rn
+, K = Sn

+
def
= {X ∈ Rn×n : X = XT ≽ 0}, K = Ln

def
= {(x, τ) : τ ≥ ∥x∥2}

(positive orthant, cone of positive semidefinite matrices, Lorentz cone).

5. For primal Conic Linear Problem f ∗ = inf
x∈K

{⟨c, x⟩ : Ax = b}, where b ∈ Rm, the dual

problem looks as follows:

f∗ = sup
y∈Rm,s∈K∗

{⟨b, y⟩ : s+ ATy = c}.

Prove that for any primal feasible solution x and dual feasible solution (s, y) we have

⟨c, x⟩ − ⟨b, y⟩ ≥ 0,

implying f ∗ ≥ f∗. Prove that primal-dual feasible solution (x∗, s∗, y∗) is optimal if and only if

⟨s∗, x∗⟩ = 0.


