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Abstract

We study the problem of allocating a set of indivisible items among agents with additive valuations
with the goal of maximizing the geometric mean of the agents’ valuations, i.e., the Nash social welfare.
This problem is known to be NP-hard, and our main result is the first efficient constant-factor approx-
imation algorithm for this objective. We first observe that the integrality gap of the natural fractional
relaxation is exponential, so we propose a different fractional allocation which implies a tighter upper
bound and, after appropriate rounding, yields a good integral allocation.

An interesting contribution of this work is the fractional allocation that we use. The relaxation of
our problem can be solved efficiently using the Eisenberg-Gale program, whose optimal solution can
be interpreted as a market equilibrium with the dual variables playing the role of item prices. Using
this market-based interpretation, we define an alternative equilibrium allocation where the amount of
spending that can go into any given item is bounded, thus keeping the highly priced items under-
allocated, and forcing the agents to spend on lower priced items. The resulting equilibrium prices reveal
more information regarding how to assign items so as to obtain a good integral allocation.
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1 Introduction

We consider the problem of allocating a collection of m indivisible items among a set of n ≤ m agents aiming
to maximize the Nash social welfare (NSW). Since the items are indivisible, an allocation x assigns each item
to a single agent. We assume that the agents have additive valuations, i.e., each agent i has a non-negative
value vij for each item j, and her value for an allocation x that assigns to her some bundle of items Bi, is
vi(x) =

∑
j∈Bi

vij . The NSW objective is to compute an allocation that maximizes the geometric mean of
the agents’ values, i.e.,

max
x

(∏
i

vi(x)

)1/n

.

The motivation for this problem is closely related to the well-studied Santa Claus problem [5, 3, 16, 4, 2],
where the objective is to compute an allocation that maximizes the minimum value across all agents, i.e.,
maxx mini vi(x). The story behind the Santa Claus problem is that Santa is carrying presents (the items)
which will be given to children (the agents) and his goal is to allocate the presents in a way which ensures
that the least happy child is as happy as possible. As we discuss later on, the geometric mean objective, just
like the max-min objective, aims to reach a balanced distribution of value, so both these problems belong to
the long literature on fair division.

Social Choice Theory Allocating resources among a set of agents in a fair manner is one of the fun-
damental goals in economics, and, in particular, social choice theory. Before embarking on computing fair
allocations, one first needs to ask what is the right objective for fairness. This question alone has been the
subject of long debates in both social science and game theory, leading to a very rich literature. At the time
of writing this paper, there are at least five academic books [35, 8, 32, 22, 6] written on the topic of fair
division, providing an overview of various proposed solutions for fairness.

During the last decade, the computer science and operations research communities have contributed to
this literature, mostly focusing on the tractability of computing allocations that maximize specific fairness
objectives. The result of this work has been a deeper understanding of the extent to which some of these
objectives can be optimized or approximated in polynomial time which, in turn, serves as a signal regarding
the appropriateness and applicability of these objectives.

Nash Social Welfare The objective we seek to maximize in this work, the Nash social welfare (also known
as Bernouli-Nash social welfare), goes back to the fifties [23, 18], when it was proposed by Nash as a natural
solution for bargaining problems, using an axiomatic approach. Roughly speaking, a NSW maximizing
allocation x∗ is a Pareto optimal allocation which compares favorably to any other Pareto optimal allocation
x in the sense that, when switching from x to x∗, the percentage gains in happiness outweigh the percentage
losses. Two of the most notable properties of this objective follow. (Additional appealing properties are
discussed in Moulin [22].)

• Scale-freeness: its optimal allocation x∗ is independent of the scale of each agent’s valuations.

• A natural compromise between fairness and efficiency.

The scale-freeness property means that choosing the desired allocation does not require interpersonal
comparability of the individual’s preferences. The agents only need to report relative valuations, i.e., how
much more they like an item compared to another. In other words, maximizing the NSW using the vij values
is equivalent to using αivij as values instead, where αi > 0 is some constant for each agent i. This property
is particularly useful in settings where the agents are not paying for the items that they are allocated, in
which case the scale in which their valuations are expressed may not have any real meaning (if they were
paying, vij could be interpreted as the amount that agent i is willing to pay for item j). The max-min
objective that the Santa Claus problem studies, also known as egalitarian social welfare, is not scale-free.
As a result, if some agent reports really small values she can “steal” most of the items.
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Regarding the second property, two extreme social welfare measures are the egalitarian one, which we
discussed above, and the utilitarian one, whose goal is to maximize the total value across the agents, i.e.,
maxx

∑
i vi(x). The former objective maximizes the happiness of the least satisfied agent, irrespective of how

much inefficiency this might be causing, and, on the other extreme, the utilitarian social welfare approach
maximizes efficiency while disregarding how unsatisfied some agents might become. The NSW objective lies
between these two extremes and strikes a natural balance between them, since maximizing the geometric
mean leads to more balanced valuations, but without neglecting efficiency.

Applications A strong signal regarding the importance and the usefulness of this objective is the fact that
it has been independently discovered and used in different communities. Maximizing the geometric mean,
or equivalently the sum of the logarithms1, of the agents’ valuations yields what is known in economics as
the competitive equilibrium from equal incomes (CEEI) [17, 34], and what is known as proportional fairness
(PF) [19] in the TCP congestion control literature.

In particular, the CEEI is the market equilibrium that would arise if every agent was allocated the same
budget of some artificial currency, a testament to the fairness and efficiency properties of this objective.
Since this equilibrium is not guaranteed to exist when the items are indivisible, recent work has proposed an
approximate-CEEI solution, which is being used in practice for allocating seats in classes to business school
students [9]. On the other hand, proportional fairness is the de facto solution for bandwidth sharing in the
networking community, and the most widely implemented solution in practice (for instance see [1])2.

Computational Complexity The computational complexity of the Nash social welfare has been studied
for various types of valuation functions [31, 13] (see [25] for a survey of the known results). For the types
of valuations that we consider here, i.e., for additive valuations, this problem was recently shown to be
NP-hard [33, 24]. Following up on this hardness result, Nguyen and Rothe [26] studied the approximability
of the Nash social welfare objective, which led to the first approximation algorithm. In particular, they show
that their algorithm approximates the geometric mean objective within a factor of (m−n+ 1). In this work
we provide the first polynomial time constant factor approximation algorithm for this objective.

1.1 Other Related Work

There has been a lot of work on algorithms that approximate a fair allocation of indivisible items. For the
max-min objective of the Santa Claus problem, which is also known to be NP-hard, Bansal and Sviridenko
[5], and Asadpour and Saberi [3] proposed the first approximation algorithms. These algorithms are derived
by rounding a linear programming relaxation of the problem. Another fairness property that has received
a lot of attention is envy-freeness. Unlike the fairness notions that we mentioned above, envy-freeness is a
property rather than an objective, so it is either satisfied by the outcome or not. In particular, an allocation
x is envy-free if no agent prefers to swap her bundle of items in x with another agent. Note that, when
the items are indivisible, such an allocation might not exist at all. For example, if every agent strongly
prefers the same item, only one of them can receive it, so the other agents are bound to envy her. Lipton
et al. [21] defined an approximate version of this property, thus turning it into an objective as well. Among
other results, they provide a polynomial time algorithm that computes approximately envy-free allocations.
This approach was further generalized by Chevaleyre et al. [10] who proposed a framework for defining the
“degree of envy” of an allocation. Bouveret and Lemâıtre [7] also focus on the allocation of indivisible items
and they study a hierarchy of fairness properties in this setting. Other common notions of fairness that have
been studied in the fair allocation literature are, proportionality3, and equitability [35, 8, 32, 22, 6].

1As we discuss later, maximizing
(∏

i vi(x)
)1/n

is equivalent to maximizing
∑

i log(vi(x)). This can be verified by taking a
logarithmic transformation of the former objective.

2We note that some of the earlier work on proportional fairness such as [19] and [20] have 2000+ and 3900+ citations
respectively in Google scholar, indicating the importance and usage of this solution.

3It is worth distinguishing the notion of proportional fairness from that of proportionality by noting that the latter is a much
weaker notion, directly implied by the former.
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Recent work has also suggested some new solutions for fairness. Budish [9] showed that, although the
CEEI outcome might not exist for indivisible items, there always exists some allocation that is an approximate
equilibrium, though computing such an allocation was recently shown to be hard by Othman et al. [29]. Also,
Procaccia and Wang [30] very recently studies a benchmark for fairness which has a max-min flavor. Again,
for indivisible items, there might not exist an optimal allocation with respect to this objective, but, for
additive valuations, they provide an algorithm that is guaranteed to approximate the benchmark on every
instance.

Our setting is also closely related to the large topic of cake-cutting [35, 8, 32, 22, 6], which has been
studied since the 1940’s. This literature uses the [0, 1] interval as the standard representation of a cake,
which can be though of as a collection of infinitely divisible items. When the items are divisible, computing
the fractional allocation that maximizes the NSW objective is a special case of the Fisher market equilibrium
with affine utility buyers; the latter problem was solved in (weakly) polynomial time by Devanur et al. [14];
Orlin later suggested a strongly polynomial time algorithm [28]. Finally, when the items are divisible but
the valuations are private information, Cole et al. [12, 11] propose mechanisms for approximating the NSW
objective while ensuring that the agents will report their values truthfully.

1.2 Our Results

In this work we study the NP-hard combinatorial optimization problem of allocating a set of indivisible items
among agents with additive valuations, aiming to maximize the Nash social welfare. Our main result is the
first polynomial time algorithm that guarantees a constant factor approximation of the geometric mean of
the agents’ valuations. In particular, we prove that our algorithm achieves an approximation factor of at
most 2 · e1/e ≈ 2.889.

We first observe that, although our objective is not convex, we can solve the natural fractional relaxation
of the problem optimally using the Eisenberg-Gale convex program, but the integrality gap of this relaxation
grows with the size of the problem. To circumvent the integrality gap, we leverage the fact that the solution
of the Eisenberg-Gale program can be interpreted as the equilibrium of a market where the agents pay in
order to buy fractions of the items.

Motivated by this market-based interpretation of the fractional solution, we propose a new type of market
equilibrium. In particular, we introduce a constraint that restricts the total amount of money that the agents
can spend on any given item. The induced “spending-restricted” outcome forces some agents to avoid the
highly-demanded items and to spend on lower-priced items instead. As a result, the fractional allocation
of this outcome uncovers useful information regarding how the less desired items should be allocated , and
our rounding algorithm uses this information in order to compute a good integral allocation. Apart from
serving as a guide toward an integral solution, this fractional allocation also implies an upper bound for the
optimal integral solution that approximates it very closely, and thus allows us to prove the constant factor
guarantee.

An interesting fact about the spending constraint that we introduce is that it involves a combination of
both the primal and the dual variables of the Eisenberg-Gale program. As a result, to compute this solution
we borrow ideas from the combinatorial algorithms for solving the Eisenberg-Gale program. We present
both a simple weakly-polynomial time algorithm, and a more elaborate strongly-polynomial one.

2 Preliminaries

Given a set M of m items and a set N of n agents (n ≤ m) with additive valuations, our goal is to compute
an integral allocation of items to agents aiming to optimize the geometric mean of the agents’ valuations.
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This problem can be expressed as the following integer program, IP1:

maximize:

(∏
i∈N

ui

)1/n

subject to:
∑
j∈M

xijvij = ui, ∀i ∈ N∑
i∈N

xij = 1, ∀j ∈M

xij ∈ {0, 1}, ∀i ∈ N, j ∈M

We observe that, for a fixed number of agents n, maximizing the geometric mean of their valuations is
equivalent to maximizing the sum of the logarithms of their valuations. As a result, the Nash social welfare
maximization problem can be expressed as a convex integer program. In fact, the fractional relaxation of
this convex program is an instance of the very well studied Eisenberg-Gale program [15]:

maximize:
∑
i∈N

log ui

subject to:
∑
j∈M

xijvij = ui, ∀i ∈ N∑
i∈N

xij ≤ 1, ∀j ∈M

xij ≥ 0, ∀i ∈ N, j ∈M

One important implication of this observation is the fact that we can compute the optimal solution for
the fractional relaxation of IP1 in polynomial time. In fact, thanks to recent work on the Eisenberg-Gale
program, this solution can be computed using combinatorial algorithms [14, 28]. An even more important
implication is that this fractional solution can be interpreted as the equilibrium allocation for the linear case
of Fisher’s market model [27, Chapter 5]. In this model, each agent has a certain budget, and she is using
this budget in order to buy fractions of the available items. Although the agents in our setting are not using
money, this market-based interpretation of the optimal solution of IP1’s fractional relaxation will provide
some very useful intuition. All of the technical sections of this paper are described using this market-based
interpretation, so we spend part of this section clarifying the connection.

Market-Based Interpretation In the Fisher market corresponding to our problem the items are divisible
and the valuation of agent i who is receiving a fraction xij ∈ [0, 1] of each item j is

∑
j∈M xijvij . Each agent

has the same budget of, say, $1 to spend on items and each item j has a price pj . If agent i spends bij on an
item whose price is pj , then she receives a fraction xij = bij/pj of that item (there is one unit of each item,
so
∑
i∈N bij ≤ pj). A vector of item prices p = (p1, . . . , pm) induces a market equilibrium if every agent is

spending all of her budget on her “optimal” items given these prices, and the market clears, i.e., all of the
items are allocated fully. To be more precise, the “optimal” items for agent i, given prices p, are the ones
that maximize the ratio vij/pj , also known as the maximum bang per buck (MBB) items.

The allocation in the market equilibrium corresponds to the primal variables of the Eisenberg-Gale
program (xij) and the prices of the market correspond to its dual variables (pj). The market equilibrium
conditions are closely related to the KKT conditions for the Eisenberg-Gale program [27, Chapter 5].

• Every item j ∈M is allocated fully:
∑
i∈N xij = 1.

• Every agent spends all of her budget:
∑
j∈M xijpj = 1.

• Every agent spends her budget only on her MBB items: If xij > 0 then j ∈ arg maxj′∈M{vij′/pj′}.
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4

3

2

1

5

4

3

2

1

[3,2,1,1,1]

[15,0,1,1,1]

[15,2,0,0,0]

[1,0,0,0,0]

$0.2

$0.2

$0.2

$0.4

$3

Agents Items

$1

$1

$1

$0.4

$0.2

$0.2

$0.2

(b) The spending graph Q(x).

Figure 1: The MBB graph and the spending graph for the instance of Example 2.2.

MBB and Spending Graphs In order to describe our algorithms and their outcomes, we will be using
bipartite graphs whose vertices correspond to the set of agents on one side, and items on the other. For
instance, given prices p, the MBB graph is a directed bipartite graph G(p) with a directed edge between
agent i and item j if and only if j is an MBB item of i at prices p.

Also, given some allocation x, the induced spending graph Q(x) is an undirected bipartite graph with an
edge between agent i and item j if and only if xij > 0. In all the allocations that we consider, every agent
is allocated fractions only of her MBB items. The edges of the spending graph will therefore be a subset of
the MBB ones.

Given prices p, there may be multiple equally valuable ways for each agent to distribute her budget across
MBB items. Hence, there may be multiple spending graphs with the same Nash social welfare. In fact, one
can always rearrange the spending of the agents so as to ensure that the induced spending graph is a forest
of trees, without affecting those agents’ valuations.

Assumption 2.1. Throughout this paper we assume that some unique lexicographic tie breaking rule is used
(as in Orlin [28]) which ensures that the spending graph is always a unique forest of trees.

Example 2.2. For a concrete example, consider the problem instance of Figure 1a, which comprises 4 agents
(the vertices on the left) and 5 items (the vertices on the right). The valuations of the agents appear on the
left of each agent’s vertex, so Agent 1 values only Item 1, whereas Agent 2 values this item 7.5 times more
than Item 2, and has no value for the other items. The prices that appear on the right of each item’s vertex
correspond to their prices in the corresponding market equilibrium, and the directed graph of Figure 1a is
the MBB graph G(p) at these prices. Note that the sum of these equilibrium prices is equal to the number of
agents, which is no coincidence, since it has to be equal to the overall budget.

The optimal solution of the fractional relaxation of IP1 for this problem can be seen in the form of a
spending graph in Figure 1b. Note that every agent is spending all of her budget of $1 on items that are
MBB for her at the given prices. Also, the total spending going into any item is exactly equal to its price,
so all of the items are allocated fully. According to the spending graph, Agents 1, 2, and 3 each get a 1/3
fraction of Item 1, and Agent 4 gets all of the other items.

Approximation Guarantee Let x∗ denote the integral allocation that maximizes the Nash social welfare.
Our goal is to design an efficient algorithm which outputs an integral allocation x that is guaranteed to be
within a factor ρ of the optimal one, i.e.,(∏

i∈N
vi(x

∗)

)1/n

≤ ρ ·

(∏
i∈N

vi(x)

)1/n

,
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where ρ ≥ 1, is as small as possible. The best previously known approximation guarantee was ρ ∈ O(m) [26];
in this work we provide an algorithm that guarantees a factor of at most ρ ≈ 2.889.

In terms of inapproximability statements, some previous work considered the problem of approximating
the product of the valuations instead of the geometric mean, showing that this problem is APX-hard [24].
In fact, we note that we cannot hope for a reasonable approximation of the product of the valuations. If an
algorithm achieves an approximation factor of f(n) for instances with n agents, then copying a worst-case
instance κ times yields a new instance with κn agents and approximation f(κn) = f(n)κ. Since the problem
is NP-hard, f(n) > 1, which implies that the approximation factor grows exponentially with n.

3 Approximation Algorithm

Since we can compute the fractional relaxation of the IP1 program using the Eisenberg-Gale program, a
standard technique for designing an approximation algorithm would be to take the fractional allocation and
“round” it in an appropriate way to get an integral one. The hope would be that the fractional allocation
provides some useful information regarding what a good integral allocation should look like.

In addition to guidance regarding how to allocate the items, the fractional relaxation of IP1 would also
provide an upper bound for the geometric mean of the optimal integral solution x∗. The standard way
of verifying an approximation bound for the rounding algorithm proves a bound w.r.t. this upper bound
instead. Unfortunately, one can verify that the integrality gap of IP1, i.e., the ratio of the geometric mean
of the fractional solution and that of x∗, is not constant.

Lemma 3.1. The integrality gap of IP1 is Ω(2m).

Proof. Consider instances comprising n identical agents and m items. Each agent has a value of 1 for each
one of the first m− 1 items, and a value of 2m for the last item. A fractional allocation can split every item
equally among the agents, thus giving every one of them a bundle of value (2m + m − 1)/n, leading to a
geometric mean of (2m + m − 1)/n ≥ 2m/n. On the other hand, any integral allocation has to assign the
highly valued item to just one agent, leading to a geometric mean of at most

2m/n
(
m− 1

n− 1

)n−1
n

≤ 2m/nm.

The integrality gap of IP1 for these instances is at least

2m

2m/nmn
=

2
n−1
n m

mn
.

Therefore, for any fixed value of n ≥ 2, the integrality gap grows exponentially with m.

Lemma 3.1 implies that the fractional solution of IP1 cannot be used for proving a constant-factor
approximation guarantee using standard techniques. Furthermore, there are instances where this fractional
solution provides very limited information regarding how the items should be allocated. For instance, in
the example of Figure 1b, although Agents 2 and 3 are quite different in terms of their preferences, they
are identical w.r.t. the fractional allocation. Hence, when Agent 1 receives Item 1, the fractional solution
provides no useful information for deciding which items these other two agents should receive.

Motivated by this observation, and aiming to circumvent the integrality gap, we introduce an interesting
new constraint on the fractional solution. In particular, we relax the restriction that the items need to be
fully allocated, and instead we restrict the total amount of money spent on any item to at most $1, i.e., at
most the budget of a single agent. For any item j, the solution needs to satisfy

∑
i∈N xijpj ≤ 1; a constraint

which combines both the primal (xij) and the dual (pj) variables of the Eisenberg-Gale program.

Definition 3.2. A spending-restricted (SR) outcome is a fractional allocation x and a price vector p such
that every agent spends all of her budget on her MBB items at prices p, and the total spending on each item
is equal to min{1, pj}.
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Figure 2: The spending-restricted outcome.

Example 3.3. To provide more intuition regarding this spending-restricted market equilibrium, we revisit
the problem instance that we considered in Example 2.2. In the unrestricted equilibrium of this instance, the
price of the highly demanded Item 1 was $3, and three agents were spending all of their budgets on it. In
the spending-restricted outcome this would not be acceptable, so the price of this item would increase further
until only Agent 1, who has no other alternative, is spending her budget on it. The spending graph of this
SR outcome can be seen in Figure 2. Note that, unlike the unrestricted market equilibrium spending graph,
this spending graph reveals much more information regarding the preferences of Agents 2 and 3.

To simplify the statements and proofs of this section, we scale each agent’s valuations so that vij = pj
for all MBB items j of agent i at the SR prices p. For instance, the valuations of Agent 2 in Figure 2
would be [10, 4/3, 0, 0, 0], and those of Agent 4 [2, 4/3, 2/3, 2/3, 2/3]. This “normalization” is without loss
of generality, and Lemma 3.4 uses it to provide a new upper bound for the geometric mean of the optimal
integral solution x∗ using the prices p. Let H(p) (resp. L(p)) be the set of items j with pj > 1 (resp. pj ≤ 1).

Lemma 3.4. Given SR prices p and normalized values v:(∏
i∈N

vi(x
∗)

)1/n

≤

 ∏
j∈H(p)

pj

1/n

.

Proof Sketch. Since each agent’s valuations have been scaled as described above, then, for each item j,
vij = pj if j is MBB for i at prices p, and vij < pj otherwise. Therefore, if we assume that x∗ allocates only
MBB items to each agent, ∑

i∈N
vi(x

∗) =
∑
j∈M

pj .

Since x∗ is integral, it allocates each item in H(p) to at most one agent, so at most |H(p)| agents receive
one of these items in x∗. Let NL ⊆ N be the set of the remaining, at least n − |H(p)|, agents to whom x∗

assigns only items in L(p). Again, even if these agents are allocated only MBB items,∑
i∈NL

vi(x
∗) ≤

∑
j∈L(p)

pj = n− |H(p)|.

The equation holds because, in the SR outcome, the spending on each item in H(p) is exactly 1, and the
prices in L(p) have to add up to the remaining budget, i.e., n − |H(p)|. As a result, there are at least
n− |H(p)| agents in NL, and their total value in x∗ is at most n− |H(p)|. Assume that vi(x

∗) is the same
for every i ∈ NL (this may only increase OPT). Then, vi(x

∗) ≤ 1 for all these agents.
Unlike the agents in NL, every agent in NH = N \NL receives value more than 1 even from a single item.

We show that the geometric mean would be optimized if every agent in NH received a single item, and agents
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in NL received value of 1, which would yield the bound of the lemma. Let i be the agent of highest value in
NH that receives more than one item. If no such agent exists, then the bound of this lemma holds. If one
exists, then taking the value of all but a single H(p) item from that agent and appropriately distributing it
among the agents in NL improves x∗, and repeating these steps eventually yields the bound.

3.1 Spending-Restricted Rounding

Our approximation algorithm, Spending-Restricted Rounding (SRR), begins by computing an SR allocation
x and prices p and then appropriately allocates each item to one of the agents who was receiving some of
it in x. In doing so, we ensure that most of the agents get at least half of the value that they would have
received in the fractional solution and that every other agent receives a significant enough portion of that
value to guarantee a constant factor approximation.

As we discussed in Section 2, we assume that the spending graph of the fractional allocation x is a forest
of trees. Also, since every item is (partially) allocated to at least one agent, every tree in this forest includes a
vertex corresponding to an agent. Once the SRR algorithm has computed this forest during Step 1, for each
tree it chooses one of its vertices that corresponds to an agent to serve as the root of that tree. Therefore,
the vertices at depth 1 all correspond to items, those at depth 2 correspond to agents, and so on.

The next two steps of the SRR algorithm (Steps 3 and 4) make the first, and somewhat easier, integral
assignments. Any items that correspond to leaves in the rooted trees of the spending graph are assigned to
their parent-agent, and items whose price pj is at most 1/2 are assigned to their parent-agent as well. The
first type of rounding is easy, since the parent-agent is the only one spending on the leaf-items. The second
is less obvious, but since the price of the item is no more than 1/2, any child-agent who is not allocated
this item is spending at most half of her budget on it; the rest of her budget is spent on her children-items.
Step 5 then removes the allocated items from the spending graph, which may cause the number of trees in
the forest to increase. The root of any new trees is, as expected, the child-agent of the removed item that
created the new tree.

Step 6 of the algorithm takes one of the most important rounding decisions: all the remaining edges of
the spending graph trees are removed, except the ones between an item and its parent-agent and the ones
between an item and its child-agent that spends the most on the item (the child-agent with the largest xij
value). Therefore, the last step of the algorithm will decide for each one of the remaining, highly priced,
items which one of the remaining two competing agents should get it. Note that, at this point, each of the
trees in the spending graph that contains k agents also contains exactly k − 1 items for some k.

The last step of our algorithm matches the agents to the remaining MBB items, choosing a maximum
weight matching of an appropriately weighted version of the remaining spending graph: for each edge between
agent i and an item j the weight of the edge is set to be log(vij + vi(x

′)), where vi(x
′) is the value of agent i

for the items that she has already been allocated (if any) during the previous steps of the algorithm. In other
words, over all the possible matchings of the remaining items, our algorithm chooses the one that maximizes
the sum of the logarithms of the valuations, which is equivalent to maximizing the Nash social welfare.

Algorithm 1: Spending-Restricted Rounding (SRR).

1 Compute SR prices p and fractional allocation x.
2 Choose a root-agent for each tree in the spending graph.
3 Assign any leaf-items in the trees to their parent-agent.
4 Assign any item j with pj ≤ 1/2 to its parent-agent.

5 Remove the assigned items from the spending graph.
6 Remove all edges except (item, parent-agent) and (item, highest-spending-child-agent).
7 Compute the best matching of the remaining items to their neighboring agents.

9



Theorem 3.5. The integral allocation x̃ of the Spending-Restricted Rounding algorithm always satisfies(∏
i∈N

vi(x
∗)

)1/n

≤ 2.889

(∏
i∈N

vi(x̃)

)1/n

.

Before proving Theorem 3.5, we prove Lemmas 3.6 and 3.7, which will simplify this proof. Let T be any
tree in the spending graph during the last step of the SRR algorithm, and let MT denote the set of items
that the SRR algorithm allocates to the agents in T . These items are assigned to the agents either during
Steps 3 and 4, or during the last step of the algorithm. The following lemma provides a lower bound for the
total money that was being spent on these items in the fractional allocation x.

Lemma 3.6. For any tree T of Step 7 with k agents∑
j∈MT

min{1, pj} ≥ k − 1/2.

Proof. We first observe that there can be at most one item j /∈MT such that some agent i in T was spending
on j in x. To verify this, note that the only reason why j would not be in MT although the edge (i, j) existed
in the initial spending graph of x is either that j was assigned to its parent-agent by Step 4, or that the
edge (i, j) was removed during Step 6. In both cases the agent who “loses” j is its child-agent, which implies
that i will remain the root of whatever tree she belongs to from that point on. Therefore, if any such item
j exists, it has to be the case that the root of T was its child-agent, and there is only one such item.

The total spending of the agents in T is equal to k so, having shown that there is at most one item
j /∈MT that was receiving some of that spending in x, it suffices to show that the root of T was spending at
most 1/2 on it. If j was lost during Step 4, its price was at most 1/2 and, hence, so was i’s spending on it.
If, on the other hand, the edge (i, j) was removed during Step 6, then i was not the highest-spending child
of j. Since we have enforced that the spending on any item in x is at most 1, this once again means that i
was not spending more than 1/2 on j, which proves the lemma.

Lemma 3.7. For any tree T of Step 7 with k agents, there exists an agent i ∈ T who, during Steps 3 and
4 received one or more items whose total value to her is at least 1/(2k).

Proof. Since the total spending on any given item is bounded by 1 in x, the total spending on the k − 1
items in T is at most k− 1. But, according to Lemma 3.6, the total spending on the items in MT is at least
k − 1/2, implying that the spending on items in MT \ T is at least 1/2. Since each one of these items was
assigned to an agent for whom it is MBB, the total value that the agents in T received from these items is
also at least 1/2, so at least one of these agents received a value of at least 1/(2k).

Using Lemma 3.7, we can now prove our main result.

Proof of Theorem 3.5. When the SRR algorithm reaches Step 7, the part of the spending graph that was
not removed during Steps 5 and 6 is a forest of trees, each of which has k agents and k − 1 items. If k = 1,
then Lemma 3.7 implies that this agent received a value of at least 1/2 during previous steps which, as we
see later on, is sufficient.

If k > 1, these k agents are matched to the k − 1 items of their tree at Step 7, and any agent who is
matched to some item at this step receives a value higher than 1/2 from that item since it is MBB and its
price is pj > 1/2. On the other hand, since the number of items is one less than the number of agents, one of
these agents will not be matched. But, according to Lemma 3.7, at least one of these agents received value
of at least 1/(2k) during the previous steps.

One possible way to match the k agents to the k− 1 items would therefore be to assign nothing more to
the agent with the highest value, which is at least 1/(2k), and to match the remaining k − 1 agents to the
k − 1 items. If NT ⊆ N is the set of k agents of tree T , then this matching would give∏

i∈NT

vi(x) ≥
(

1

2

)k−1
1

2k
=

1

2kk
.
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The last step of our algorithm chooses the best possible matching with respect to the geometric mean so
it will do at least as well. Therefore, our algorithm guarantees(∏

i∈N
vi(x̃)

)1/n

≥

(∏
T

1

2k(T )k(T )

)1/n

≥ 1

2e1/e
,

where k(T ) is the number of agents in each tree T . The second inequality holds because, over all the ways
in which the initial spending graph can be partitioned into trees, the one that minimizes the RHS of the
first inequality splits the spending tree into r equal sized sub-trees of k = n/r agents each; this is, in turn,
minimized when n/r = e.

If H(p) is empty, then the upper bound of Lemma 3.4 is equal to 1, implying that our approximation
factor is at most 2e1/e ≈ 2.889 for this case. If H(p) is not empty, Step 7 assigns each item in H(p) to a
distinct agent for whom this item is MBB. The analysis above assumes only that these agents get a value
more than 1/2, but they get pj > 1, i.e., even more than pj/2. Substituting pj/2 for 1/2 for these agents
and using the same arguments, we get

(∏
i∈N

vi(x̃)

)1/n

≥ 1

2e1/e

 ∏
j∈H(p)

pj

1/n

.

Given Lemma 3.4, this inequality proves the theorem.

4 Spending-Restricted Outcome

In this section we verify that the SR allocation and prices (x, p) that the Spending Restricted Rounding
algorithm uses can be computed in polynomial time. As Lemma 4.1 shows, it actually suffices to find the
spending graph of x, so our algorithms focus on computing this spending graph.

Lemma 4.1. Given the SR spending graph, the allocation x and prices p are computable in polynomial time.

Proof. Let T be a connected component in the spending graph. For any two items in T , the ratio of their
prices is known since all the edges in the path connecting these items are MBB edges of the corresponding
agents. Hence, setting one item’s price in T also sets all the rest, and we can also sort them in non-increasing
order. If there are k agents in T , then the prices need to satisfy

∑
j∈T min{pj , 1} = k. If we knew that q

of the items had pj > 1, then, we could find the right prices by removing the q highest priced items from T
and solving

∑
j∈T pj = k − q for the rest. We try this out for all possible values of q, until the prices set for

the remaining items are at most 1, which yields p. Given p and the spending graph, we can compute x in a
bottom-up fashion, starting from the leaves of the spending graph.

Throughout this section, apart from restricting the total spending on any item to always being at most 1,
we are also restricting it to being a multiple of ∆ = 1/2r for some r ∈ N; the smaller ∆ is, the less discretized
the spending space. An allocation x is a ∆-allocation w.r.t. prices p if every agent is spending only on her
MBB items, and the total spending on an item j is min{1,∆dpj/∆e}. If pj/∆ ∈ N and pj < 1, the spending
on j may also be pj + ∆.

The spending capacity cj(p,∆) of item j is the maximum amount of spending that can go into j in a ∆-
allocation at prices p. That is, min{1,∆dpj/∆e} when pj is not a multiple of ∆, and min{1, pj+∆} otherwise.
As pj increases, so does cj(p,∆). In particular, cj(p,∆) increases by ∆ whenever pj < 1 becomes a multiple
of ∆. Note that a ∆-allocation may not exist for some price vector p. If, for example,

∑
j∈M min{pj , 1} > n,

then the agents do not have enough budget to cover these costs. Also, note that, in a ∆-allocation, there
may exist agents i that are not spending all of their budgets, i.e.,

∑
j xijpj < 1. If every agent is spending

all of her budget, the ∆-allocation is called full. We will say that p supports a (full) ∆-allocation when there
exists such an allocation at prices p.
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Figure 3: ∆-allocation flow network at prices p.

Given some ∆ and prices p that support a ∆-allocation, we can compute the ∆-allocation as the maximum
flow of the network in Figure 3. The source s is connected to the agent-vertices via edges of capacity 1, which
corresponds to each agent’s budget. Each agent’s vertex is then connected to the vertices of her MBB items
at prices p. Finally, each item j’s vertex is connected to the sink t via edges of capacity equal to cj(p,∆).
The flow in this network corresponds to the amount of spending; if all the edge capacities are saturated, the
∆-allocation is full.

In the rest of this section we provide algorithms that find the spending graph of x by computing full
∆-allocations for appropriate values of ∆. In doing so, our algorithms gradually increase the prices, while
making sure these prices never go beyond p. Due to space constraints, many of the proofs have been deferred
to the full version of the paper. Also, rather than focusing on explicit running time bounds we use poly(·)
to denote polynomial dependence.

4.1 Price Increase Algorithm

We start with an algorithm that receives as input some ∆ and prices p that support a ∆-allocation, and
outputs prices p′ ≥ p that support a full ∆-allocation. To reach p′, the algorithm increases the prices of
selected items in proportion, i.e., it multiplies all of them by the same constant c, so from pj they become c·pj .
In particular, if there exists some agent i who is not spending all of her budget in the ∆-allocation at prices
p, then the algorithm increases the prices of her MBB items, which are currently over-demanded. Apart
from these items’ prices, the algorithm also increases the prices of any item that is reachable from agent i
via combinations of directed edges of the MBB graph G(p) and undirected edges of the latest ∆-allocation’s
spending graph Q(x).

Algorithm 2: The PriceIncrease(p,∆) algorithm.

1 Compute a ∆-allocation x for prices p
2 if there exists an agent i with unspent money in x then
3 Let R be i’s reachable set via G(p) and Q(x) edges.
4 Increase prices p of items in R in proportion until:
5 if a new MBB edge appears then
6 go back to Step 1
7 if cj(p,∆) increases for some item j ∈ R then
8 go back to Step 1

9 Return p

Lemma 4.2. PriceIncrease(p,∆) returns prices p′ ≥ p that support a full ∆-allocation.

The smaller the value of ∆, the more the full ∆-allocation resembles the desired SR outcome. The
following lemma, which is an adaptation of an observation due to Orlin [28], shows that, in fact, if ∆ is small
enough, the spending graph of the full ∆-allocation is the same as the one for x.
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Lemma 4.3. If ∆ = 1/2r for some r ∈ O(m log Vmax), where Vmax = maxi,j,k{vij/vik}, then a full ∆-
allocation has the same spending graph as the SR allocation x.

Lemma 4.2 and Lemma 4.3 suggest a way of computing the spending graph of x: for ∆ ∈ Θ(2−m/Vmax)
and prices p that support a ∆-allocation, call PriceIncrease(p,∆), which returns prices p′. Then, a max
flow of the network in Figure 3 for this ∆ and prices p′, yields the spending graph.

The following lemma upper bounds the running time of PriceIncrease(p,∆) as a function of the unspent
budget in the ∆-allocation at prices p. This bound will prove very useful when we use this algorithm as a
subroutine in the rest of the section.

Lemma 4.4. If the unspent budget in the ∆-allocation at p is s∆, then PriceIncrease(p,∆) needs poly(m, s)
time.

Proof Sketch. When the capacity of an item increases (Step 7), ∆ more budget is spent in the ∆-allocation
for the new prices, hence at most s such events can take place. Also, once a new MBB edge appears (Step
5), it can disappear only after the capacity of some item increases (Step 7). Therefore, for each capacity
increase event there can be O(mn) new MBB edge appearance events.

If we let ∆ = 1/2r for some r ∈ O(m log Vmax), then s can be as high as n/∆, i.e., Ω(2mVmax). Therefore,
the running time of PriceIncrease(p,∆) might not be polynomial, and hence the approach suggested by
Lemmas 4.2 and 4.3 is not efficient. In what follows we show how to use PriceIncrease as a subroutine in
order to get a polynomial time algorithm.

4.2 A weakly polynomial algorithm

Following the approach of Devanur et al. [14], we can compute the spending graph of x in weakly polynomial
time. Rather than using the PriceIncrease algorithm just once with a very small ∆, Algorithm 3 uses it
repeatedly as a subroutine, with gradually decreasing values of ∆.

Initially, ∆ = 1/(2m), where m = 2dlog 2me is the smallest integer power of 2 at least as large as 2m; the
prices are initialized at pj = 1

2 maxi{vij/
∑
k vik} for each item j. These prices support a ∆-allocation since

each agent i can afford all the items for which pj = vij/
∑
k vik, including spending up to an extra ∆ on

each item beyond its price.
Algorithm 3 calls the PriceIncrease algorithm on this input, which returns prices that support a full

∆-allocation. The value of ∆ is then halved and the PriceIncrease algorithm is called again using this new ∆
and the latest prices. By repeating these ∆-halving steps (Steps 4 and 5) until ∆ reaches the desired value
in Θ(2−m/Vmax), Algorithm 3 reaches a full ∆-allocation with the desired spending graph.

Algorithm 3: The weakly polynomial algorithm.

1 Let ∆ = 1/(2m) and pj = 1
2 maxi{vij/

∑
k vik}.

2 p = PriceIncrease(p,∆).
3 for r = 1 to r ∈ O(m log Vmax) do
4 ∆ = ∆/2.
5 p = PriceIncrease(p,∆).

6 Return p

Lemma 4.5. Algorithm 3 needs poly(m, log(Vmax)) time.

Proof. It suffices to show that every one of the O(m log Vmax) times that PriceIncrease(p,∆) is called, it
runs in poly(m) time. The first time PriceIncrease is called, the value of ∆ is large enough so that the number
of iterations is limited. In particular, the overall budget among the agents is n, so the unspent budget can be
at most (n/∆)∆ = (2mn)∆. Therefore, substituting s = O(mn) in Lemma 4.4, we get that the PriceIncrease
process will terminate in poly(m) steps. For all the subsequent calls to PriceIncrease(p,∆), note that the
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price vector p computed in the previous call supports a full 2∆-allocation. The ∆-allocation at prices p
either leaves the spending on an item unchanged or reduces it by ∆, and thus the unspent budget is at most
m∆. Once again, by Lemma 4.4, this implies that the subroutine will terminate in poly(m) steps.

4.3 A strongly polynomial algorithm

In this section, inspired by the work of Orlin [28], we show that we can also compute the spending-restricted
outcome in strongly polynomial time. To remove the running time dependence on Vmax, we propose an
accelerated version of the weakly polynomial algorithm which follows a very similar price increase trajectory,
but skips some steps in order to find the spending graph of x faster. Our algorithm builds on the following
lemma.

Lemma 4.6. If, in a full ∆-allocation (∆ > 0), agent i is spending at least 2m∆ on item j, then the edge
(i, j) is one of the edges of the spending graph of x, i.e., xij > 0.

Given Lemma 4.6, once we discover a full ∆-allocation in which an agent i is spending more than 2m∆ on
an item j, then we know that edge (i, j) is in the spending graph of the SR outcome. In fact, we can show that
for any ∆′ = ∆/2r agent i spends at least 2m∆′ in the full ∆′-allocation. The weakly polynomial algorithm
gradually discovers these edges by repeatedly halving the value of ∆ and using the PriceIncrease subroutine,
but it may take more than a strongly polynomial number of steps between two successive discoveries of such
edges. To avoid this issue, our strongly polynomial algorithm checks whether the next discovery might be
too far away, in which case it uses a new subroutine, FindNext. This subroutine returns new values of p and
∆ which are guaranteed to be within O(logm) ∆-halving steps of the next discovery. Hence, Algorithm 4
computes the O(n+m) edges of the SR spending graph in strongly polynomial time.

Algorithm 4: The strongly polynomial algorithm.

1 Let ∆ = 1/(2m) and pj = 1
2 maxi{vij/

∑
k vik}.

2 p = PriceIncrease(p,∆).
3 while ∆ > 0 do
4 while the next edge discovery is “near” do
5 ∆ = ∆/2.
6 p = PriceIncrease(p,∆).

7 (p,∆) = FindNext(p,∆).
8 p = PriceIncrease(p,∆).

9 Return p

To check whether the next edge discovery is “near”, i.e., whether it will take place within O(logm) ∆-
halving steps (Steps 5 and 6), we keep track of the SR spending edges that have already been discovered. We
call the connected components of the spending graph w.r.t. the discovered edges the discovered components.
Initially, there are m + n such components corresponding to the agents and the items, but this number
gradually decreases as more edges are discovered. Given a discovered component C and prices p, let R(C, p)
be the set of discovered components reachable from C using MBB and discovered edges. Also, let the
surplus s(C, p) of C at prices p be the difference between the total budget of the agents in C and the
spending restricted prices of the items in C, i.e., s(C, p) = |N ∩ C| −

∑
j∈M∩C min{1, pj}. The components

containing a single agent have a positive surplus of 1, and the ones containing a single item j have a negative
surplus of −min{1, pj}. As edges get discovered, the surplus of the components formed can be either negative
or positive, depending on the number of agents and the prices of the items they contain. If the surplus of
some component low enough, the next edge will be discovered soon.

Lemma 4.7. If at prices p there exists a discovered component C with s(C, p) ≤ −∆/(4m), then a new edge
will be discovered in O(logm) ∆-halving steps.
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Using Lemma 4.7, we implement Step 4 of Algorithm 4 as “while there exists some C with s(C, p) ≤
−∆/(4m) do”. This ensures that, every time the algorithm enters the loop of Steps 4-6, it runs for a
logarithmic number of iterations. When there is no component with a sufficiently negative surplus, the
algorithm calls the subroutine FindNext(p,∆), which returns prices p′ ≥ p and ∆′ = ∆/2r (for some r ∈ N)
that satisfy the following important properties.

Lemma 4.8. FindNext(p,∆) returns (p′,∆′) such that p′ supports a ∆′-allocation and the prices p′′ returned

by PriceIncrease(p′,∆′) satisfy s(C, p′′) ≤ −∆′

2 for some C.

Lemmas 4.7 and 4.8 imply that, after Step 8 of Algorithm 4, the values of p and ∆ are such that the
next spending edge of x will be discovered in O(logm) ∆-halving steps.

To guarantee the properties of Lemma 4.8, for each component C, FindNext increases the prices of its
items proportionally, as well as those of the components that are reachable from C, i.e., those in R(C, p).
Roughly speaking, these prices are increased until the surplus of some component D reachable from C
becomes negative enough to guarantee that the next discovery will take place soon. On the other hand, to
ensure that the prices do not exceed p, FindNext stops when the negative surplus of D can still be covered
using the positive surplus of C (Step 8). For completeness, we include the FindNext subroutine below, but
we defer the detailed description of how it works to the full version.

Algorithm 5: The FindNext(p,∆) algorithm.

1 for each discovered component C do
2 Let p̃ := p
3 Increase prices p̃ in R(C, p̃) in proportion, until:
4 if a new MBB edge appears then
5 update the set R(C, p̃) and go to Step 3
6 if s(C, p̃) = 0 then
7 Let SC := s(C, p̃) and stop increasing
8 if s(D, p̃) ≤ −s(C, p̃)/(4m) for a D ∈ R(C, p̃) then
9 Let SC := s(C, p̃) and stop increasing

10 Let Smax := maxC S
C and Smax := 2dlogSmaxe

11 for each discovered component C do
12 Let pC := p
13 Increase prices pC in R(C, pC) in proportion, until:
14 if a new MBB edge appears then
15 update the set R(C, pC) and go to Step 13

16 if s(C, pC) ≤ Smax then
17 stop increasing

18 p′j := maxC p
C
j for each item j

19 ∆′ := Smax/(4m)
20 Return (p′,∆′)
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