Lecture 11

Shared Counters

Maybe the most basic operation a computer performs is adding one, i.e., to count. In distributed systems, this can become a non-trivial task. If the events to be counted occur, e.g., at different processors in a multi-core system, determining the total count by querying each processor for its local count is costly. Hence, in shared memory systems, one may want to maintain a shared counter that permits to determine the count using a single or a few read operations.

A simple shared counter

If we seek to implement such an object, we need to avoid that increments are "overwritten", i.e., two nodes increment the counter, but only one increment is registered. So, the simple approach of using one register and having a node incrementing the counter read the register and write the result plus one to the register is not good enough with atomic read/write registers only. With more powerful registers, things look differently.

Algorithm 25 Shared counter using compare-and-swap, code at node v.

Given: some shared register $R$, initialized to 0.

Increment:
1: \textbf{repeat}
2: \hspace{1em} $r := R$
3: \hspace{1em} success := compare-and-swap($R, r, r + 1$)
4: \hspace{1em} \textbf{until} success = \textbf{true}

Read:
5: \hspace{1em} return $R$

Progress conditions

Basically, this approach ensures that the read-write sequence for incrementing the counter behaves as if we applied mutual exclusion. However, there is a crucial difference. Unlike in mutual exclusion, no node obtains a "lock" and needs to release it before other nodes can modify the counter again. The algorithm is \textit{lock-free}, meaning that it makes progress regardless of the schedule.
Definition 11.1 (Lock-freedom). An operation is lock-free, if whenever any node is executing an operation, some node executing the same operation is guaranteed to complete it (in a bounded number of steps of that node). In asynchronous systems, this must hold even in (infinite) schedules that are not fair, i.e., if some of the nodes executing the operation maybe stalled indefinitely.

Lemma 11.2. The increment operation of Algorithm 25 is lock-free.

Proof. Suppose some node executes the increment code. It obtains some value \( r \) from reading the register \( R \). When executing the compare-and-swap, it either increments the counter successfully or the register already contains a different value. In the latter case, some other node must have incremented the counter successfully.

This condition is strong in the sense that the counter will not cease to operate because some nodes crash or are stalled for a long time. Yet, it is pretty weak with respect to read operations: It would admit that a node that just wants to read never completes this operation. However, as the read operations of this algorithm are trivial, they satisfy the strongest possible progress condition.

Definition 11.3 (Wait-freedom). An operation is wait-free, if whenever a node executes an operation, it completes in a bounded number of steps. In asynchronous systems, this must hold even in (infinite) schedules that are not fair, i.e., if nodes may be suspended indefinitely.

Remarks:

- Wait-freedom is extremely useful in systems where one cannot guarantee reasonably small response times of other nodes. This is important in multi-core systems, in particular if the system needs to respond to external events with small delay.

- Consequently, wait-freedom is the gold standard in terms of progress. Of course, one cannot always afford gold.

- The termination requirement for consensus with \( f = n - 1 \) crash faults is equivalent to saying that it is wait-free.

Consistency conditions

Progress is only a good thing if it goes in the right direction, so we need to figure out the direction we deem right. Even for such a simple thing as a counter, this is not as trivial as it might appear at first glance. If we require that the counter always returns the “true” value when read, i.e., the sum of the local event counts of all nodes, we cannot hope to implement this distributedly in any meaningful fashion: whatever is read at a single location may already be outdated, so we cannot satisfy the “traditional” sequential specification of a counter. Before we proceed to relaxing it, let’s first formalize it.

Definition 11.4 (Sequential object). A (sequential) object is given by a tuple \((S, s_0, R, O, t)\), where

- \( S \) is the set of states the object can attain,
• $s_0$ is its initial state,

• $R$ is the set of values that can be read from the object,

• $O$ is the set of operations that can be performed on the object, and

• $t : O \times S \rightarrow S \times R$ is the transition function of the object.

An sequential execution of the object is a sequence of operations $o_i \in O$ and states $s_i \in S$, where $i \in \mathbb{N}$ and $(s_i, r_i) = t(o_i, s_{i-1})$; operation $o_i$ returns value $r_i \in R$.

**Definition 11.5** (Sequential counter). A counter is the object given by $S = \mathbb{N}_0$, $s_0 = 0$, $R = \mathbb{N}_0 \cup \{\bot\}$, $O = \{\text{read, increment}\}$, and, for all $i \in \mathbb{N}_0$, $t(\text{read}, i) = (i, i)$ and $t(\text{increment}, i) = (i + 1, \bot)$.

We could now “manually” define a distributed variant of a counter that we can implement. Typically, it is better to apply a generic consistency condition. In order to do this, we first need something “distributed” we can relate the sequential object to.

**Definition 11.6** (Implementations). A (distributed) implementation of a sequential object is an algorithm\(^1\) that enables each node to access the object using the operations from $O$. A node completing an operation obtains a return value from the set of possible return values for that operation.

So far, this does not say anything about whether the returned values make any sense in terms of the behavior of the sequential object; this is addressed by the following definitions.

**Definition 11.7** (Preceding operations). Operation $o$ precedes operation $o'$, if $o$ completes before $o'$ begins.

**Definition 11.8** (Linearizability). An execution of an implementation of an object is linearizable, if there is a sequential execution of the object such that

• there is a one-to-one correspondence between the performed operations,

• if $o$ precedes $o'$ in execution of the implementation, the same is true for their counterparts in the sequential execution, and

• the return values of corresponding operations are identical.

An implementation of an object is linearizable, if all its executions are linearizable.

**Theorem 11.9.** Algorithm 25 implements a counter. Its read operations are wait-free and its increment operations are lock-free.

---

\(^1\) Or rather a suite of subroutines that can be called, one for each possible operation.
Remarks:

- Put simply, linearizability means "simulating sequential behavior", but not just any behavior – if some operation completed in the past, it should not have any late side effects.

- There are many equivalent ways of defining linearizability:
  
  - Extend the partial "precedes" order to a total order such that the resulting list of operation/return value pairs is a (correct) sequential execution of the object.
  
  - Assign strictly increasing times to the (atomic) steps of the execution of the implementation. Now each operation is associated with a time interval spanned by its first and last step. Assign to each operation a linearization point from its interval (such that no two linearization points are identical). This induces a total order on the operations. If this can be done in a way consistent with the specification of the object, the execution is linearizable.

- One can enforce linearizability using mutual exclusion.

- In the store & collect problem, we required that the "precedes" relation is respected. However, our algorithms/implementations were not linearizable. Can you see why?

- Linearizability is extremely useful. It means that we can treat a (possibly horribly complicated) distributed implementation of an object as if it was accessed atomically.
• This makes linearizability the gold standard in consistency conditions. Unfortunately, also this gold has its price.

• Coming up with a linearizable, wait-free, and efficient implementation of an object can be seen as creating a more powerful shared register out of existing ones.

• Shared registers are linearizable implementations of conventional registers.

• There are many weaker consistency conditions. For example one may just ask that the implementation behaves like its sequential counterpart only during times when a single node is accessing it.

No cheap wait-free linearizable counters

There's a straightforward wait-free, linearizable shared counter using atomic read/write registers only: for each node, there's a shared register to which it applies increments locally; a read operation consists of reading all n registers and summing up the result.

This clearly is wait-free. To see that it is linearizable, observe that local increments require only a single write operation (as the node knows its local count), making the choice of the linearization point of the operation obvious. For each read, there must be a point in time between when it started and when it completes at which the sum of all registers equals the result of the read; this is a valid linearization point for the read operation.

Here's the problem: this seems very inefficient. It requires n − 1 accesses to shared registers just to read the counter, and it also requires n registers. We start with the bad news. Even with the following substantially weaker progress condition, this is optimal.

Definition 11.10 (Solo-termination). An operation is solo-terminating if it completes in finitely many steps provided that only the calling node takes steps (however, there are no restrictions on the steps taken before the call).

Note that wait-freedom implies lock-freedom and that lock-freedom implies solo-termination.

Theorem 11.11. Any deterministic implementation of a counter that guarantees solo-termination of all operations and uses only atomic read/write shared registers requires at least n − 1 registers and has step complexity at least n − 1 for read operations.

Proof. We construct a sequence of executions $E_i = I_iW_iR_i$, $i \in \{0, \ldots, n-1\}$ (i.e., $E_i$ is the concatenation of $I_i$, $W_i$, and $R_i$), with the following properties.

1. In $W_i$, nodes $j \in \{1, \ldots, i\}$ each write to a different register $R_j$ once and no other steps are taken.

2. In $R_i$, node $n$ reads the registers $R_1, \ldots, R_i$ as part of a (single) read operation on the counter.
As in $\mathcal{E}_{n-1}$ node $n$ accesses $n-1$ different registers, this will show the claim of the theorem.

The general idea is to "freeze" nodes $j \in \{1, \ldots, i\}$ just before they write to their registers $R_j$. This forces node $i+1$ to write to another register if it wants to complete many increments (which wait-freedom enforces) in a way that is not overwritten when we let nodes $1, \ldots, i$ perform their stalled write steps. This is necessary for node $n$ to be able to complete a read operation without waiting for nodes $1, \ldots, i$; otherwise $n$ wouldn't be able to distinguish between $\mathcal{E}_i$ and $\mathcal{E}_{i+1}$, which require different outputs if $i+1$ completed more increments than

Figure 11.2: Example for the induction step from 3 to 4. Top: Execution $\mathcal{E}_3$. Second: We extend $\mathcal{E}_3$ by letting node $n$ complete its read operation. Third: We consider the execution where we insert many increment operations by some unused node between $\mathcal{L}_3$ and $\mathcal{W}_3$. This might change how node $n$ completes its read operation. However, if node $n$ would not read a register not overwritten by $\mathcal{W}_3$ to which the new node writes, the two new executions would be indistinguishable to node $n$ and its read would return a wrong (i.e., not linearizable) value in at least one of the them. Bottom: We let the new node execute until it writes the new register first and node $n$ perform its read until it accesses the register first, yielding $\mathcal{E}_4$. 
have been started in $\mathcal{E}$.

The induction is trivially anchored at $i = 0$ by defining $\mathcal{E}_0$ as the empty execution. Now suppose we are given $\mathcal{E}_i$ for $i < n - 1$. We claim that node $n$ must access some new register $R_{i+1}$ before completing a read operation (its single task in all executions we construct). Assuming otherwise, consider the following execution. We execute $\mathcal{E}_i$ and then let node $n$ complete its read operation. As the implementation is solo-terminating, this must happen in finitely steps of $n$, and, by linearizability, the read operation must return at most the number $k$ of increments that have been started in $\mathcal{E}_i$; otherwise, we reach a contradiction by letting these operations complete (one by one, using solo-termination) and observing that there is no valid linearization.

On the other hand, consider the execution in which we run $\mathcal{I}_i$, then let node $i + 1$ complete $k + 1$ increments running alone (again possible by solo-termination), append $\mathcal{W}_i$, and let node $n$ complete its read operation. Observe that the state of all registers $R_1, \ldots, R_i$ before node $n$ takes any steps is the same as after $\mathcal{I}_i \mathcal{W}_i$, as any possible changes by node $i + 1$ were overwritten. Consequently, as $n$ does not access any other registers, it cannot distinguish this execution from the previous run and thus must return a value of at most $k$. However, this contradicts linearizability of the new execution, in which already $k + 1$ increments are complete. We conclude that when extending $\mathcal{E}_i$ by letting node $n$ run alone, $n$ will eventually access some new register $R_{i+1}$.

Define $R_{i+1}$ as the sequence of steps $n$ takes in this setting up to and including the first access to register $R_{i+1}$. W.l.o.g., assume that there exists an extension of $\mathcal{I}_i$ in which only one some node $j \in \{i + 1, \ldots, n - 1\}$ takes steps and writes to $R_{i+1}$. Otherwise, node $n$ cannot distinguish any of the executions we construct by reading $R_{i+1}$ and hence must read another register by repetition of the above argument. Eventually, there must be a register it reads that is written by some node $i + 1 \leq j \leq n - 1$ (if we extend $\mathcal{I}_i$ such that only nodes $i+1, \ldots, n-1$ take steps), and we can apply the reasoning that follows. W.l.o.g., assume that $j = i + 1$ (otherwise we just switch the indices of nodes $j$ and $i + 1$ for the purpose of this proof) and denote by $\mathcal{I}_{i+1} \mathcal{W}_{i+1}$ such an extension of $\mathcal{I}_i$, where $\mathcal{W}_{i+1}$ is the write of $j = i + 1$ to $R_{i+1}$. Setting $\mathcal{W}_{i+1} := \mathcal{W}_{i+1}$ and extending the construction by $\mathcal{E}_{i+1}$.

Remarks:

- There was some slight cheating, as the above reasoning applies only to unbounded counters, which we can’t have in practice anyway. Arguing more carefully, one can bound the number of increment operations required in the construction by $2^{O(n)}$.
- The technique is far more general:
  - It works for many other problems, such as modulo counters, fetch-and-add, or compare-and-swap. In other words, using powerful RMW registers just shifts the problem.
  - This can also be seen by using reductions. Algorithm 25 shows that compare-and-swap cannot be easy to implement, and load-link/store-conditional can be used in the very same way. A fetch-and-add register is even better: it trivially implements a wait-free linearizable counter.
— It works if one uses historyless objects in the implementation, not just RW registers. An object is historyless, if the resulting state of any operation that is not just a read (i.e., does never affect the state) does not depend on the current state of the object.

— For instance, test-and-set registers are historyless, or even registers that can hold arbitrary values and return their previous state upon being written.

— It works for resetttable consensus objects. These support the operations propose(i), i ∈ N, reset, and read, and are initiated in state ⊥. A propose(i) operation will result in state i if the object is in state ⊥ and otherwise not affect the state. The reset operation brings the state back to ⊥. This means that the hardness of the problem is not originating in an inability to solve consensus!

— The space bound also applies to randomized implementations. Basically, the same construction shows that there is a positive probability that node n accesses n – 1 registers, so these registers must exist. However, one can hope to achieve a small step complexity (in expectation or w.h.p.), as the probability that such an execution occurs may be very small.

By now you might already expect that we’re going to “beat” the lower bound. However, we’re not going to use randomization, but rather exploit another loophole: the lower bound crucially relies on the fact that the counter values can become very large.

Efficient linearizable counter from RW registers

Before we can construct a linearizable counter, we first need to better understand linearizability.

Linearizability “=” atomicity

As mentioned earlier, a key feature of linearizability is that we can pretend that linearizable objects are atomic. In fact, this is the reason why it is standard procedure to assume that atomic shared registers are available: one simply uses a linearizable implementation from simpler registers. Let’s make this more clear.

Definition 11.12 (Base objects). The base objects of an implementation of an object O are all the registers and (implementations of) objects that nodes may access when executing any operations of O.

Lemma 11.13. Suppose some object O has a linearizable implementation using atomic base objects. Then replacing any atomic base object by a linearizable implementation (where each atomic access is replaced by calling the respective operation and waiting for it to complete) results in another linearizable implementation of O.

Proof. Consider an execution E of the constructed implementation of O from linearizable implementations of its base objects. By definition of linearizability,
we can map the (sub)executions comprised of the accesses to (base objects of) the implementations of base objects to sequential executions of the base objects that preserve the partial order given by the "precedes" relation.

We claim that doing this for all of the implementations of base objects of \( O \) yields a valid execution \( E' \) of the given implementation of \( O \) from atomic base objects. To see this, observe that the view of a node in (a prefix of) \( E \) is given by its initial state and the sequence of return values from its previous calls to the atomic base objects. In \( E \), the node calls an operation once all its preceding calls to operations are complete. As, by definition of linearizability, the respective return values are identical, the claim holds true.

The rest is simple. We apply linearizability to \( E' \), yielding a sequential execution \( E'' \) of \( O \) that preserves the "precedes" relation on \( E' \). Now, if operation \( o \) precedes \( o' \) in \( E \), the same holds for their counterparts in \( E' \), and consequently for their counterparts in \( E'' \); likewise, the return values of corresponding operations match. Hence \( E'' \) is a valid linearization of \( E \).

Remarks:

- Beware side effects, as they break this reasoning! If a call to an operation affects the state of the node (or anything else) beyond the return value, this can mess things up.

- For instance, one can easily extend this reasoning to randomized implementations. However, in practical systems, randomness is usually not "true" randomness, and the resulting dependencies can be... interesting.

- Lemma 11.13 permits to abstract away the implementation details of more involved objects, so we can reason hierarchically. This will make our live much, much easier!

- This result is the reason why it is common lingo to use the terms "atomic" and "linearizable" interchangeably.
• We’re going to exploit this to the extreme now. Recursion time!

Counters from max registers

We will construct our shared counter using another, simpler data structure.

**Definition 11.14** (Max register). A max register is the object given by $S = \mathbb{N}_0$, $s_0 = 0$, $R = \mathbb{N}_0 \cup \{\bot\}$, $O = \{\text{read}, \text{write}(i) \mid i \in \mathbb{N}_0\}$, and, for all $i, j \in \mathbb{N}_0$, $t(\text{read}, i) = (i, i)$ and $t(\text{write}(i), j) = (\max i, j, \bot)$. In words, the register always returns the maximum previously written value on a read.

Max registers are not going to help us, as the lower bound applies when constructing them. We need a twist, and that’s requiring a bound on the maximum value the counter – and thus the max registers – can attain. Instead of restricting the inputs, we can also represent this by changing the properties of the counter and the max registers.

**Definition 11.15** (Bounded max register). A max register with maximum value $M \in \mathbb{N}$ is the object given by $S = \{0, \ldots, M\}$, $s_0 = 0$, $R = S \cup \{\bot\}$, $O = \{\text{read}, \text{write}(i) \mid i \in S\}$, and, for all $i, j \in S$, $t(\text{read}, i) = (i, i)$ and $t(\text{write}(i), j) = (\max i, j, \bot)$.

**Definition 11.16** (Bounded counter). A counter with maximum value $M \in \mathbb{N}$ is the object given by $S = \{0, \ldots, M\}$, $s_0 = 0$, $R = S \cup \{\bot\}$, $O = \{\text{read}, \text{increment}\}$, and, for all $i \in S$, $t(\text{read}, i) = (i, i)$ and $t(\text{increment}, i) = (\min i + 1, M, \bot)$.

This eliminates both obstacles, (i) and (ii). Before discussing how to implement bounded max registers, let’s see how we obtain an efficient wait-free linearizable bounded counter from them.

**Lemma 11.17.** Suppose we are given two atomic counters of maximum value $M$ that support $k$ incrementing nodes (i.e., no more than $k$ different nodes have the ability to use the increment operation) and an atomic max register of maximum value $M$. Then we can implement a counter with maximum value $M$ and the following properties.

• It supports $2k$ incrementing nodes.

• It is linearizable.

• All operations are wait-free.

• The step complexity of reads is 1, a read of a max register.

• The step complexity of increments is 4, where only one of the steps is a counter increment.

**Proof.** Denote the counters by $C_1$ and $C_2$ and assign $k$ nodes to each of them. Denote by $R$ the max register. To read the new counter $C'$, one simply reads $R$. To increment $C$, a node increments its assigned counter, reads both counters, and writes the sum to $R$. Obviously, we now support $2k$ incrementing nodes, all operations are wait-free, and their step complexity is as claimed. Hence, it remains to show that the counter is linearizable.
Fix an execution of this implementation of $C$. We need to construct a corresponding execution of a counter of maximum value $M$. At each point in time, we rule that the state of $C$ is the state of $R$. Thus, we can map the sequence of read operations to the same sequence of read operations; all that remains is to handle increments consistently. Suppose a node applies an increment. Denote by $\sigma$ the sum of the two counter values right after it incremented its assigned counter. At this point, $r < \sigma$, where $r$ denotes the value stored in $R$, as no node ever writes a value larger than the sum it read from the two counters to $R$. As the node reads $C_1$ and $C_2$ after incrementing its assigned counter, it will read a sum of at least $\sigma$ and subsequently write it to $R$. We conclude that at some point during the increment operation the node performs on $C$, $R$ will attain a value of at least $\sigma$, while before it was smaller than $\sigma$. We map the increment of the node to this step.

To complete the proof, we need to check that the result is a valid linearization. We chose for each operation $o$ a linearization point $l(o)$ during the part of the execution in which the operation is performed. Thus, if $o$ precedes $o'$, we trivially have that $l(o) < l(o')$. As only reads have return values different from ⊥ and clearly their return values match the ones they should have for a max register whose state is given by $R$, we have indeed constructed a valid linearization.

**Corollary 11.18.** We can implement a counter with maximum value $M$ and the following properties.

---

2This is a slight abuse of notation, as it means that multiple increments may take effect at the same instant of time. Formally, this can be handled by splitting them up into individual increments that happen right after each other.
• It is linearizable.

• All operations are wait-free.

• The step complexity of reads is 1.

• The step complexity of each increment operation is $3\lceil \log n \rceil + 1$.

• Its base objects are $O(n)$ atomic read/write registers and max registers of maximum value $M$.

Proof. W.l.o.g., suppose $n = 2^i$ for some $i \in \mathbb{N}_0$. We show the claim by induction on $i$, where the bound on the step complexity of increments is $3i + 1$. For the base case, observe that a linearizable wait-free counter with a single node that may increment it is given by a read/write register that is written by that node only, and it has step complexity 1 for all operations.

Now assume that the claim holds for some $i \in \mathbb{N}_0$. By the induction hypothesis, we have linearizable wait-free counters supporting $2^i$ incrementing nodes (with the “right” step complexities and numbers of registers). If these were atomic, Lemma 11.17 would immediately complete the induction step. Applying Lemma 11.13, it suffices that they are linearizable implementations, i.e., the induction step succeeds. \qed

Remarks:

• This is an application of a reliable recipe: Construct something linearizable out of atomic base objects, “forget” that it’s an implementation and pretend its atomic, rinse, and repeat.

• Doing it without Lemma 11.13 would have meant to unroll the argument for the entire tree construction of Corollary 11.18, which would have been cumbersome and error-prone at best.

Max registers from RW registers

The construction of max registers with maximum value $M$ from basic RW registers is structurally similar.

Lemma 11.19. Suppose we are given two atomic max registers of maximum value $M$ and an atomic read/write register. Then we can implement a max register with maximum value $2M$ and the following properties from these.

• It is linearizable.

• All operations are wait-free.

• Each read operation consists of one read of the RW register and reading one of the max registers.

• Each write operation consists of at most one read of the RW register and writing to one of the max registers.

The construction is given in Algorithm 26. The proof of linearizability is left for the exercises.
Algorithm 26 Recursive construction of a max register of maximum value $2M$
from two max registers of maximum value $M$ and a read/write register.

**Given:** max registers $R_<$ and $R_\geq$ of maximum value $M$, and RW register
switch, all initialized to 0.

**read**
1: if switch = 0 then
2: return $R_<$.read
3: else
4: return $M + R_\geq$.read
5: end if

**write(i)**
6: if $i < M$ then
7: if switch = 0 then
8: $R_<$.write(i)
9: end if
10: else
11: $R_\geq$.write($i - M$)
12: switch := 1
13: end if
14: return 1

**Corollary 11.20.** We can implement a max register with maximum value $M$
and the following properties.

- It is linearizable.
- All operations are wait-free.
- The step complexity of all operations is $O(\log M)$.
- Its base objects are $O(M)$ atomic read/write registers.

**Proof sketch.** Like in Corollary 11.18, we use Lemmas 11.13 and 11.19
inductively, where in each step of the induction the maximum value of the register
is doubled. The base case of $M = 1$ is given by a read/write register initialized
to 0: writing 0 requires no action, and writing 1 can be safely done, since no other
value is ever (explicitly) written to the register; since both reads and writes
require at most one step, the implementation is trivially linearizable.

**Theorem 11.21.** We can implement a counter with maximum value $M$
and the following properties.

- It is linearizable.
- All operations are wait-free.
- The step complexity of reads is $O(\log M)$.
- The step complexity of each increment operation is $O(\log M \log n)$.
- Its base objects are $O(nM)$ atomic read/write registers.
Figure 11.5: The recursive construction from Corollary 11.20, resulting in a tree. The leaves are simple read/write registers, which can be used as atomic max registers with maximum value 1. A subtree of depth $d$ implements a linearizable max register of maximum value $2^d$, and by Lemma 11.13 it can be treated as atomic. Using a single read/write register "switch", Lemma 11.19 shows how to control access to two max registers with maximum value $2^d$ to construct one with maximum value $2^{d+1}$.

Proof. We apply Lemmas 11.13 and 11.18 to the implementations of max registers of maximum value $M$ given by Corollary 11.20. The step complexities follow, as we need to replace each access to a max register by the step complexity of the implementation. Similarly, the total number of registers is the number of read/write registers per max register times the number of used max registers (plus an additive $O(n)$ read/write registers for the counter implementation that gets absorbed in the constants of the $O$-notation).

Remarks:

- As you will show in the exercises, writing to $R_<$ only if switch reads 0 is crucial for linearizability.
- If $M$ is $n^{O(1)}$, reads and writes have step complexities of $O(\log n)$ and $O(\log^2 n)$, respectively, and the total number of registers is $n^{O(1)}$. As for many algorithms and data structures only polynomially many increments happen, this is a huge improvement compared to the linear step complexity the lower bound seems to imply!
- If one has individual caps $c_i$ on the number of increments a node may perform, one can use respectively smaller registers. This improves the space complexity to $O(\log n \sum_{i=1}^n c_i)$, as on each of the $\lceil \log n \rceil$ hierarchy levels (read: levels of the tree) of the counter construction, the max registers must be able to hold $\sum_{i=1}^n c_i$ in total, but not individually.
- For instance, if one wants to know the number of nodes participating in some algorithm or subroutine, this becomes $O(n \log n)$. 
What to take home

- This is another example demonstrating how lower bounds do more than just give us a good feeling about what we’ve done. The lower bound was an essential guideline for the max register and counter constructions, as it told us that the bottleneck was the possibility of a very large number of increments!

- Advanced RMW registers are very powerful. At the same time, this means they are very expensive.

- Understanding and proving consistency for objects that should behave like they are accessed sequentially is challenging. One may speculate that we’re not seeing the additional computational power of multi-processor systems with many cores effectively used in practice, due to the difficulty of developing scalable parallel software.
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