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Abstract. The analysis of web usage has mostly focusedthe still-dominant focus on the design of single pages ver-
on sites composed of conventional static pages. Howeveisus the necessity of considering the design of the web site
huge amounts of information available in the web comeas a whole. A web site is not a mere collection of web
from databases or other data collections and are presented pages rich in information or in product offers. It is a net-
the users in the form of dynamically generated pages. Thevork of structurally or semantically interrelated nodes, usu-
query interfaces of such sites allow the specification of manyally built in a way that reflects the designers’ intuition. If
search criteria. Their generated results support navigatiothis diverges from the visitors’ intuitions, neither carefully
to pages of results combining cross-linked data from manygathered content nor sophisticated web page design guaran-
sources. For the analysis of visitor navigation behaviour intee the successful distribution of information or goods. HCI
such web sites, we propose the web usage miner (WUM)design criteria to address this problem are only beginning to
which discovers navigation patterns subject to advanced steemerge [Fle99].
tistical and structural constraints. Since our objective is the How can we assess the quality of a web site? In this
discovery of interesting navigation patterns, we do not focusstudy, we define “quality” as theonformance of the web
on accesses to individual pages. Instead, we construct corsite’s structure to the intuition of each group of visitors ac-
ceptual hierarchies that reflect the query capabilities usedessing the siteThe intuition of the visitors is indirectly re-
in the production of those pages. Our experiments with &lected in their navigation behaviour, as represented in their
real web site that integrates data from multiple databasedyrowsing patterns. By comparing the typical patterns with
the German SchulWeb, demonstrate the appropriateness tie site usage expected by the site designer, we can exam-
WUM in discovering navigation patterns and show how ine the quality of the site and give concrete suggestions for
those discoveries can help in assessing and improving thiégs improvement.
quality of the site. The usage of web sites has been analysed ever since the
web started. However, both the commercial statistical tools
Key words: Web usage mining — Data mining — Web query and the mining prototypes were designed with conventional
interfaces — Web databases — Query capabilities — Concefsites in mind, i.e., sites composed of web pages with well-
tual hierarchies defined static content. The enormous amount of information
stored in databases and archives is thus overlooked. This
information cannot be reached via static web pages but via
form-based pages generated by scripts. Such a form-based
site is much more than a trivial front-end to a search engine:
1 Introduction digital libraries enable bibliographical research into the sites
of multiple publishers. Electronic shops offer online cata-
The Web is often described as the ultimate medium for thdogues which are more sophisticated in design and linkage
distribution and interchange of goods, extending from prod-than an endless list of items. Large information servers, like
ucts and services to the primary good of information. How-those of the European Union, integraded link material
ever, the placement of information on a web page alone doeom multiple underlying servers, many of them incorporat-
not guarantee that people will find their way to it, even if ing databases or text archives.
they are looking for it. For a form-based web site, especially one integrating
Like the design of other types of software, web site de-multiple databases and archives, the notion of quality en-
sign should incorporate human-computer interaction princi-compasses two issues. First, it concerns the support for nav-
ples to help visitors find their way to the information and igation across the generated pages, a feature offered by sites
other goods offered. The core problem is the gap betweeretrieving documents already containing links to other doc-
uments, i.e., for example, in archives of XML and HTML
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files. Second, it concerns the quality of the query capabilitiesjn the administrative task of balancing the workload of site
i.e., of the search palette, offered for information retrieval.servers, it does not give information on how visitors navi-
Different searching and browsing patterns may exist in thegate the site (see [ZXH98] for an overview and critique). In
interactions with a given web site, simply because visitorsorder to gain insights into the ways visitors explore and per-
have different needs and interests. Some users want to reackive a web site as a whole, we need a more sophisticated
a known item as quickly as possible, while others may wantframework of data preparation, statistical analysis and result
to get an overall impression of the amount and nature of thénterpretation, combining the knowledge of the analyst with
items managed in the site [RM98]. The query capabilitiesadvances in data mining.
should support this diversity.

However, exploration of the data provided by the logs ] o
of visitors’ actions during a site’s normal operation, may 2.1 Data preparation for web usage mining
signal that some searches are suboptimal and that the sear,

environment needs to be improved. For instance, repeate@yeb usage data differ fundamentally from other datasets

refinements of a query may indicate a search environmeqﬁﬁg tlrr:a??]:isrplk:gng dEj?el\\/lsigg]inange tgfgzo?]riof%\/;;a:n%?nb'
that is not intuitive for some users. Also, long lists of re- prep 9.

sults may signal that sufficiently selective search options arc—;‘rhe main problems are the distinction between different vis-

lacking. or that thev are not understood by evervone itors in the log files recording accesses to the site and the
9, y y yone. reconstruction of all the activities of a single visitor.

In the present study, we propose a complete environ- . .
ment for web usage analysis to pursue the goal of assessinec%( Thg Common Log Format, as yveI’I as its most widespread
tensions, only records the visitor's host and user agent.

the quality of a form-based site which accesses the infor'This means that different visitors sharing the same host can-
mation of multiple underlying database servers or archives, 9

Our environment is based on the web utilization miner WUM hot be distinguished. If proxy SEIVers are used,_the_ problem

(SFo9, Spio]) whic ofers ol or he preparaton f web ©°COT 1 Mote S, Caokiesor authetcatp e
usage data, for the discovery of navigation patterns reflectin ndesirable due to brivACY CONCEMmS Withpthe excé tion of

site usage, and for the visualisation of the mining results. P y : P

WO contans a data preparton modue fr cieaningZ® SPPICalions ke teteacting et onine orares,
the data and compressing them into an efficient input Strucfhenticated access '
ture. It contains an innovative sequence miner for the dis- )

covery of interesting patterns instead of frequent sequences.
It also features a particularly powerful principle of pattern Assigning activities to distinct visitorsCooley et al.
modelling and presentation, which assists in the interpretajcysog] propose heuristics for the attribution of requests to
tion of the results. The WUM environment is complemented yifferent visitors. Their first heuristic states that two accesses
by the application expert's knowledge, reflected in the for-fom the same host but with different browser versions, are
mulation of the mining problem, in the comparison betweenjnitiated from different visitors. The rationale behind this rule
expected and aptual user behawour,'m the interpretation 0k that a user rarely employs more than one browser when
the results and in turning the results into practice. navigating in the web. If the agent is recorded in the web
In the next section, we discuss related work on web usaggeryer log, this heuristic can be applied to group accesses by
analysis with mining techniques. In Sect. 3, we first descr'benost+agent.
the framework of the problem by discussing the browsing  The second heuristic of Cooley et al., states that if a web
and navigation functionality offered by modern form-basedaqe is requested and this page is not reachable from previ-
web sites operating on databases, along with the technicgyg|y visited pages, then the request should be attributed to
features which enable this functionality and impede tradi-5 gifferent user [CMS99, CTS99]. For example, if pages A,
tional web usage analysis. We then discuss data preparatiog,, C, D are requested from a host in that order, and if none
giving particular emphasis to data cleaning and to the conyt A B, C contains a link to D, then the person request-
peptual generalisqtion of inqlividyal web pages. Section 4ing D is different from the person that requested A, B, C.
introduces the notion of navigation pattern as the target ofrhe rationale behind this heuristic is that users usually fol-
the analysis, and it describes the mining mechanism for navig,y links to reach a page and very rarely type URLs. While
gation pattern discovery and the visualisation mechanism fofyis js a correct observation, it is also true that users keep
the presentation of the results. In Sect. 5, we test WUM inpqakmarks and can use them to reach pages not connected
analysing the web usage of a real site and we discuss thgg Jinks. So, this heuristic might misclassify bookmark in-
results. Section 6 presents the conclusions of our study. yqcations as requests from distinct users. The heuristic is
also limited in that it can only be used effectively if the site
) is a sparsely connected graph. Rather, if almost each page
2 Research on web usage analysis can be reached from already visited pages, as is the case

_ ) ) o in a dense graph, then the heuristic cannot help distinguish
The interest in analysing the usage of a web site is probpetween users either.

ably as old as the web itself. Early tools focused on total

numbers of accesses to a site and relative frequencies for

different web pages. Newer generations of tools analysingReconstructing all activities of a visitorThe second prob-
web accesses include statistical results on usage of pagémm is the reconstruction of the activities of a visitor. Accord-
and small page sequences. While this is an invaluable helmg to Tauscher and Greenberg, more than 50% of a visitor's
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accesses in a site are backward moves [TG97]. Frame-basgiopose the use of semantic taxonomies of document con-
pages and caches blur this fact. Cooley et al., use informatent. Alternatively, grouping may be based on the clustering
tion about the web site topology to perform path completionof web pages traversed in succession by the site’s visitors
[CMS99]. The problem is probably less acute for form-basedZEMK97, PE98]. This clustering can be used to automat-
sites, because the pages are generated and thus cannotibally construct dynamic web pages that provide links to
cached. Although a visitor can move backwards to find apages suggested as relevant by earlier visitors’ movements
previously visited query form, each new query formulation [PE98]. This can be expected to be very useful in helping
will refresh the cache. visitors find relevant material in a site. However, the prob-
lem of adjusting the site to the expectations of the user is

. . . o . simply shifted into designing each cluster and the connec-
Establishing sessionsafter the identification of different 5 among the clusters in a satisfactory way.

visitors and the reconstruction of their paths, these paths The tool proposed in [PPR96] uses text similarity, topo-

must be split into sessions. A session is a sequence of pagggical proximity, and frequency of access along individual

accesses performed by the user to accomplish a task. Weyis as indicators of semantical relevance. Although good

can define a session in two ways: either as the sequence Qfgits for the grouping of individual source-page & target-
pages invoked to fulfil a generic task like “visiting the site”, page pairs can be achieved, there is no straightforward way
or as a sequence of pages leading to the achievement of & generalising this approach to longer paths.
specific goal like the “purchase of a product”. _ Instead of clustering pages accessed together, Wexelblatt
In [SF99], the first definition is used. Sessions are definedgcords the path followed by each user, identifies the most
on _the basis of their du_ration, i.e_., by placing either an uppekrequent paths among them and uses them as a basis for
limit on the total session duration or by posing an upperrecommendations for new visitors [Wex96]. The rationale
boundary to the amount of time spent on a single page. lehing this approach is that if many users follow the same
this boundary is exceeded, it is assumed that the user hagyih in their search for information, this path should be sug-
abandoned the site. - gested to new, inexperienced users, to help them in their
C.hen, Park and.Yu adhere to .the second definition. T_he%earch. A similar approach is used in [JFM97]. The goal
specify that a session only consists of forward moves; if ayf these studies is the establishment of a recommendation

user moves backwards, then she/he is pursuing a differenyystem for all users rather than the improvement of the site
task than before [CPY96]. However, Tauscher and Greenpy analysing their behaviour. While the two tasks can be

berg have shown that more than 50% of a user’'s moves arfery close, we should keep in mind that if a large number
backward moves [TG97]. Indeed, users do move back ands yisitors show preference for a path, this does not mean
forth while exploring a site, without necessarily changing hatall visitors are of the same mind. If the recommendation
the task they pursue. . _ . system persists on suggesting this path to new visitors, the
_ Cooley et al,, also use a variation of the second definipath will always be accessed frequently, although some of
tion. They define five types of web pages: (i) “head” pagesihe yisitors may find it non-intuitive.

are entry points for a site; (i) “navigation” pages contain ~ [7xH98] employ OLAP technology for prediction, clas-
many links and little information; (iii) “content” pages con- gification, and time-series analysis of web log data. They
tain a small number of links and are visited for their content; y5iain interesting results on web traffic analysis and on the
(iv) “look-up” pages have many incoming links, few outgo- eyo|ution of user behaviour (e.g., preferred pages) over time.
ing ones and no significant content, such as pages used {qoyever, the orthogonal issue of assessing the users’ be-

provide a definition or acronym expansion; and (v) “per- hayiour to detect and prevent disorientation by site redesign,
sonal” pages have very diverse characteristics and no signify |eft open.

icant traffic. According to this categorisation of pages, they  giichner and Mulvenna also apply OLAP technology to
allow a session to be an exp_ert-defined combination of Pagegnalyse web usage [BM98]. In their study, the goal is on
of these types [CMS99]. This method has a couple of drawgtaplishing a cube of web usage data, especially appropri-
backs: First, it is not easy to categorise all pages of a sitgye for e-commerce applications. The data of interest in this
according to the above scheme. Second, the same page Mayntext include not only web logs, but also a concept hier-
be observed by a user as a look-up page, while another ongchy packground knowledge of the expert, as well as pre-
finds its content significant. viously discovered results. The study reveals the importance
of electronically capturing and exploiting data from multiple
2.2 Data mining on web data sources in order to perform web usage mining. However, the
work presents no results on how those different information
The research on discovering knowledge from web usagessets are combined during analysis.
mainly concentrates on identifying and grouping contents The miner proposed in [CPY96] discovers statistically
by relevance [CDAR97, PE98, PPR96, ZEMK97] and ondominant paths using a methodology for the discovery of
analysing and assisting in the navigation within a web siteassociation rules. However, the assumptions made on build-
[CPY96, SF99, Wex96, ZXH98]. ing those paths are rather over-restrictive. For instance, vis-
Work on grouping contents by relevance points out thatitors of a web page do not usually visitl children of this
this task differs from conventional text mining because pagepage, with the exception of certain application domains like
links also bear semantic information. However, the fact thatelectronically available course material.
pages are linked does not necessarily imply similarity of con-
tents. Taking these considerations into account, [CDAR97]
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2.3 Sequence mining answer the question posed above: the usage or non-usage of
which links is responsible for the frequency of sequences.
WUM'’s navigation patterns allow a higher flexibility
The generic paradigm of sequence mining supports the dish the modelling of usage patterns. The goal of this is to
covery of frequent paths composed of not necessarily adjaimprove the analysis of the navigation behaviour of user
cent pages [AS95, SA96, MT96, Wan97, Spi99]. In [AS95] groups. The model of navigation patterns and the miner that
the problem of sequence mining is modelled as follows.can discover such patterns are presented in Sect. 4.
Given a collection of transactions ordered in time, where Like the other miners described in the preceding para-
each transaction contains a set of items, the goal is to disgraphs, WUM was originally designed with conventional
cover sequences of maximal length with support above aveb sites in mind. The primary goal has been to assess the
given threshold. Asequences an ordered list of elements, quality of a site, in which semantically relevant web pages
anelemenbeing a set of items appearing together in a trans-of static content are satisfactorily or inadequately connected
action. Elements need not be adjacent in time but their orto each other. A web site composed of form-based pages,
dering in a sequence must not violate the time ordering ofautomatically generated from multiple database servers, is
the supporting transactions. Thus, a sequence miner discotindamentally different from a conventional one. Concepts
ers ordered correlations that appear often enough to makike topology, page content and linkage have different mean-
themselves statistically remarkable. In [Wan97], the problemings. The demand for quality remains but now translates to
is similarly formulated for more general pattern structures. studying and evaluating the navigation behaviour of a visi-
In [AS95, SA96, MT96, Wan97], frequent patterns are tor across pages, the content of which are determined by the
built incrementally, by discovering frequent patterns of sizevisitor her/himself.
1 and extending them stepwise to patterns of larger sizes.
Patterns that do not satisfy the frequency threshold are
pruned out at each step. Depending on whether the patterd.4 Measuring the quality of a web site
is a sequence or a more generic structure [Wan97], length
or a more sophisticated measure is increased at each stepWeb page design can be conceived as a special case of inter-
The above methodology for discovering sequential patface design, a topic investigated extensively in the context of
terns on the basis of a sole frequence threshold has certalHluman-Computer-Interaction. Ever since the web became a
disadvantages for web usage mining. Consider as exampleraedium appropriate for commercial interaction, the response
web site with pages W (“Welcome™), A, B, C, D, E, and of users to commercial web sites has been the subject of in-
assume that there is a link from W to D. After prepro- vestigation too.
cessing, the fictional log consists of the following sessions:  Sullivan proposes a number of measures to assess the
WABC appearing 1000 times, WBDC appearing 100 timesquality of individual pages [Sul97]: (i) quality of service;
and WABDEC appearing 400 times. The analyst sets thee.g., as response time; (ii) quality of navigation, navigation
frequency threshold to 25%. Then, according to sequencenodes supported; and (iii) accessibility: whether a page’s
mining terminology, the sequence WD is “frequent”, be- existence can be ascertained, and whether it can be found.
cause it appears 400+100 times, i.e., in approximately 33%lowever, it is not clear how to aggregate these measures to
of the sessions. However, if we want to improve the site,assess the quality of a whole site.
the question we would prefer to answer is: are the users us- Berthon et al., suggest a methodology for measuring
ing the link from W to D, or should we improve the site the success of a web site in turning visitors into customers
to make this link more explicit? To figure out that the link [BPW96]. However, the problem of improving a web site to
is used only in 1 out of 5 cases, we need to either inspecbecome more successful in this context, is not addressed.
the original session®r to cross-check the frequent sequence  In [Eig97], Eighmey presents a study for measuring the
WD against any other frequent sequences that involve W, Dquality of commercial web sites. The experiments are based
and one or more pages in-between. Since sequence minimgn questionnaires and on a representative sample of users
based just on frequencies does not allow us to discern sucthat tested a number of especially prepared web sites. The
differences, we need a more sophisticated mining paradignfactors considered were information utility of the presented
The web usage miners MiDAS [BBR9] and WUM  contents, ease of use and attractiveness of the presentation
[SF99, Spi99] are equipped with a mining language, withmetaphor. The study came to the conclusion that the success
which the analyst can drive the miner in discovering only of the site mostly depends on the quality of the presentation
patterns that satisfy much more elaborate criteria than a fremetaphor and on the level to which users find the informa-
guency threshold. Both mining languages allow the specition interesting. Unfortunately, the study concentrates on the
fication of “templates” for patterns: only patterns matching quality of the web pages within the site, keeping the brows-
the specified templates belong to the mining results. Teming route within the site fixed. Hence, only the quality of the
plates can be constrained on their structure, their contenndividual pages was measured.
and on statistical measures like frequency and confidence The study of [Eig97] is typical of the methodology of
(see [ATS93]). The major difference between MIDAS and quality control used in web marketing: evaluation of ques-
WUM is the representation of navigation patterns. In Mi- tionnaires from a sample of users against a list of quality
DAS, a navigation pattern is still a sequence conformingcriteria. This methodology has two disadvantages: (i) ques-
to a template. In WUM, a navigation pattern isdaected tionnaires can only be addressed to a group of users, not to
acyclic graphcomposed of a group of sequences that con-the whole population; (ii) the evaluation measures the qual-
form to a template. This contains the information needed tdty of a site but gives no hints on how this quality should be
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improved. Our web usage mining approach alleviates thos¢he web site. In some cases, a single taxonomy of concepts,
disadvantages by taking the whole population of users of &.g., reflecting the page contents, will suffice. However, in
site into account and analysing their navigation patterns irmost cases, the information offered by a large web site is
a way that gives concrete clues to which parts of the siteoo rich to be reflected imneconceptual hierarchy. Rather,
should be improved. a classification along multiple dimensions of a feature space
is more appropriate.

) But how can the URLs be classified? If we performed

3 Pre-analysis market basket analysis, we would classify toatentsof the

In a first step, we need to prepare the raw data that we gé:llatabase [BL97]. Web sites used for product merchandising

from the web server logs. In order to determine sequences df'&Y already POSSESS such conceptual. hierarchi_es [Mar99],
URL requests which represent the navigation behaviours of/hileé document archivers often exploit thesauri over the
human users, we need to apply a number of steps includingocume”ts clontents..However, th|§ type of content.—based
conventional data cleaning, determination of visitors’ ses- qnceptual hierarchy is hot appropriate for ourvyeb site anal-
sions, as well as the abstraction of script invocations to &/SiS for two reasons. First, we are interested in visitor be-
manageable number of concepts. This last step is essentigpviour, i.€., in what information the visitors intend and
in the analysis of form-based web sites; it will therefore be©XPect to see, rather than in semantically related database
discussed first. contents. Second, the URL classification should depict the

Many modern web sites are form-based. They do notSemantics of the resultss they are presented in the dynami-
consist of a well-defined number of HTML pages with a Cally generated pagesf these pages are built by combining
fixed topology. Instead, they operate tange databases or multiple records from a multidatabase, existing conceptual
information systemand allowbrowsingandsearchusing a hlera(chles for each underlying database cannot be directly
rich palette of search criteria. In response to entries in fornfXPloited.

fields or similar HTML input elements, HTMpages are dy- Therefore, we propose the classification of URLs into a
namically generatedo allow flexible, up-to-date access to Service-based” conceptual hierarchyn which we model

the underlying information systems while at the same timeln€ query capabilities of the query processgegvicerather

providing short paths through the web site for each individ-than thecontentsof the pages generated by this service.

ual information request. Advanced form-based web sites als§©" this new type of conceptual hierarchy, we introduce
utilise the full flexibility of the web: they provide for navi- 2 Number of application-independent feature space dimen-

gation acrossnultiple serversvhose pages areross-linked sions, along which the concepts describing the application

Pages can be cross-linked via hyperlinks, or via queries tFhould be specified by the analyst.

another server's database. These queries can be created in ) ]
different ways, e.g., by the script generating a page, or by=x@mple 1.School search in SchulWebSchulWeb, the site

a hyperlink calling a script located at another server. Thenalysed in the present paper (see Sect. 5), offers typical
effect of cross-linking is that a larger scope of information ONline catalogue functionality: browsing and searching for
becomes available to visitors, but the physical location ofinformation on a selection of real-world entities. One im-
the online resources remains transparent. portant class of entities are schools. As in other online cat-
An important type of form-based web sites is the online 2l0gues (e.g., Amazon, Alta-Vista), the SchulWeb pages re-

catalogue, which gives information on a ‘stock’ of individual lating to each type of entities can be classified into three
entities, e.g., books. groups: top-level pages like the home page of the site;

list-of-individuals pages reflecting different types of lists

of schools; andndividual pages that describe one school.
3.1 Constructing conceptual hierarchies for queries This classification reflects one feature space dimension, the

. . “level of detail” in the modelling of the site’s information.

A form-based web site contains a large number of URLS. = 1q yisitor can generate a large number of different
This is because the site is accessed by queries in whiCliss of individuals, by selecting different query parameters
several parameters can be set. From the query results, pagesy assigning values to them. For SchulWeb, the visitor
are then generated dynamically. Each combination of query.,, specify the federal state (within a pre-selected coun-
parameters results in a different query. Each result is forme%ry), the school type (like primary school, comprehensive

by extracting information from one or more records in the school, etc.), and/or a string to be matched against some
muItidatabase or archive, i.e., from a typically \{oluminoqs textual property, e.g., the name of the school, of its web-
data collection. Thus, both the number of possible queries,asier or of the school’s home town. The selection criteria
and the number of dynamically generated result pages arfufiect another feature space dimension, thaspécifiable
very large. This implies an enormous number of query-URL 5 yherties” The particular properties and their permissible
& result-URL combinations, most of which are invoked only o mpinations are themselves application-dependent, but the
a small number of times. modelling dimension is not.
In Fig. 1, we show the classification of SchulWeb URLs

3.1.1 Classification of URLS used 'ill’l our analysis. _In the upper part of the figure, we have

classified pages relating to schools along the dimerisiasl
To investigate searcpatterns the URLs corresponding to of detail In the lower part of the figure, we have created
queries and query results have to be classified. The classiftwo conceptual hierarchies across the dimensipecifiable
cation structure will depend on the structure and contents oproperties they model: (a) the specific search parameters



B. Berendt, M. Spiliopoulou: Analysis of navigation behaviour in web sites 61

SchulWeb URL

school URL school list URL

S

SW description of school

//

search strategy / contains
one search two search three search
parameter parameters parameters

search parameter

—_—
contains / | \

federal state school type textual property Fig. 1. Conceptual hierarchies in

SchulWeb (excerpt)

and (b) the permissible combinations of parameters into d.evel of detail:

search strategy. This dimension concerns the granularity of the represen-
We can see that the service-based conceptual hierarchies tation. We define an ordering composed of “individual”
of Fig. 1 are more appropriate for analysing gesarch be- (leaf), “list of individuals” and “top-level”.

haviour of visitors than content-based taxonomies would be. N .

Indeed, for our analysis it is important to know how many Specifiable properties: o

visitors started their search restricted to only the federal state, This dimension expresses the query capabilities of the
only the school type, or a combination of the two, how many  Site in terms of search criteria a_nd criteria combinations
visitors opted for search parameters that require text typing, that are supported by the querying service.

and whether each of these groups of visitors were success- T'he concepts defined along this dimension depend heav-
ful in finding individual schools. This is essential for im- ily on the goals of web site analysis. If the analyst is
proving the SchulWeb services. Whether the visitors asked interested in knowingvhich fields are preferred by vis-
for Bavarian primary schools or Saxonian Comprehensive itors, the names and further semantics of these fields

schools matters less, so both queries are mapped to the same should be specified, and probably also field conjunction
composite conceBEITE1-LASALI-D. A and field disjunction. If the analyst is interestedhiow
manyfields are set by visitors during querying, the con-

While the concepts depicted in Fig. 1 are peculiar to  cepts should reflect the total number of fields, such as

SchulWeb, the two feature space dimensions are present “one”, “two”, “more_thanthree”, “all”.

in each Web site of dynamically generated pages as part The SchulWeb hierarchy of Fig. 1 was designed to anal-

of the web-based querying paradigm. Our complete set of yse which fields were used during querying. The fact

application-independent feature space dimensions for service- that SchulWeb only permits conjunctive queries is also

based conceptual hierarchies is presented next. reflected in the hierarchy.

Specifiable-property mode:

This dimension covers the different ways by which a
value can be given for a specifiable property. It in-
cludes choice-button, pop-up field, simple fill-in field and
regexp-fill-in field, in which regular expressions can be
typed.

3.1.2 Feature space dimensions
for service-based conceptual hierarchies

For the classification of URLs in service-based concep-
tual hierarchies, we propose the following feature space di-

mensions, across which the application-dependent concepisriher, application-specific dimensions may be added, like
should be specified. the origin of the data, whether multiple overlapping sources

Entity class: can be accessed or not, or the language of the interface if

An entity is an object on which the site provides in- the site is multilingual. _

formation. Entities can be documents from an archive, In our current work, we focus on the first three types
records from a database table or objects built by joining®f application-independent classification. An important de-
and projecting fields from multiple tables in the same Cision concerns the level of abstraction for the conceptual
or in different databases. Since a web site may contailierarchy in each dimension. For the purposes of naviga-
different types of objects, we allow for different “entity tion pattern discovery, we have opted for an “intermediate
classes”. In market basket analysis, entity classes are exeVvel” of concepts, namely the base or derived tables of the

panded to content-based conceptual hierarchies [BL97]Underlying databases (dimensi@mntity clas and the fields
of these tables (dimensiosearch parametgy thus concen-
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trating on the visitors’ behaviour rather than on the actually3.2.2 Reconstruction of sessions

retrieved data. , !
This “intermediate” level in the conceptual hierarchies IN Sect. 2.1, we have seen that in a first step of data prepa-

is interesting because it gives hints concerning what funcfation, we need to clarify our assumptions concerning the
tionality should be offered by the web site, and it is also thedistinction between different visitors who may be sharing
level where statistical distinctions are most likely to produce®n® host. Analysing sites that are free to unauthenticated
meaningful results. Analysis at finer levels will often pro- 2CC€SS, we cannot rely on cookies or similar measures to
duce frequencies too small to be analysed statistically, angniduely identify visitors. Moreover, in our current analy-
analysis at the coarser level will not differentiate sufficiently. S€S, we are faced with a large majority of visitors using the
Although visitors interested in different schools or groups of S2Me user agents. We therefore do not distinguish visitors
schools, and so on, may show different behaviour patternaVithin the sequence of accesses from one host, except by
we claim that a detailed analysis is only possible after gain-SPlitting these sequences into sessions.
ing insights into the usage of the site at an abstract level. A There are two fundamentally different methods of recon-
refinement of the conceptual hierarchy of each entity clas$rUcting sessions: by duration or by structure. The second
is a reasonable next step in the site’s analysis. method is appropriate for study_lng the semantic relatlonshlps
In general, the construction of concept hierarchies ove&Ween web pages, as perceived by the visitors. When in-
the pages of a web site is a task that cannot be fully autoYestigating how users perceive the web site, this method is
mated. This has been shown in the discussion of the exampl§SS appropriate. In particular, this method defines a session
above, and it will be taken up again in Sect. 5.2. However,aS &logical unit of work to reach a target. However, in our
mechanisms discovering the schema or parts of the schenfudy Of navigation behaviour, we are interested in finding
over semistructured data [GW97, WL97] could be exploitedWh?ther thgre are logical units of work at all. Tq achieve this,
to build at least a preliminary version of the leaf-level of a all information about query reformulations, refinements and

concept hierarchy and to obtain hints on possible generalif€W query initiations, as well as all circular moves V‘{ithin
sations of the leaf nodes to more generic concepts. the web site need to be retained as part of the visitor's ses-

sion. Hence, the first method of time-based limitation of a
session’s duration is the only feasible method.

3.2 Data preparation and cleaning WUM pffers two crite(ial for detern_"nining the dL.Jr.a.tion
of a session: an upper limit on the time spent visiting a

Our web usage mining environment WUM contains a pre-P2g¢€ and an upper limit of the session duration as a whole.

processing module for the preparation of web usage data foT_h? first criterion is more appropriate fpr applications where
the analysis. This modul®yUNprep , is responsible for the visitors may spend a long time studying the contents of a

removal of access records which the analyst considers und§9€. such as tele-teaching. The second criterion is intended

sirable or irrelevant (usually images and other files included©" @pplications where browsing through pages or data items
in the URL requested), for the exclusion of entries made!nN Pages is a usual activity. This is the case when querying

by software agents rather than human visitors, and for théorm-based sites. Hence, we used the second criterion in our
reconstruction of sessions. ' experiments, as described in Sect. 5.

We concentrate on files conforming to the W3C Com- Within these sessions, we take a number of measures to

mon Log Format extended by the Agent Log and the Referef€construct the activities of a visitor.
Log, although WUM supports some more data formats. This 1WO Subsequent requests for the same URL are collapsed
format records host name/IP number, date and time of relnto one if the time between the requests did not exceed a

quest, request methoGET / POST / HEAD), requested threshold, e.g., 5 s. This threshold can be longer than that
URL, page code, number of bytes transferred, user agenfOr robots because a person needs more time than a program
and referer URL. to make a renewed request. Such repetitions typically result

from impatience or a mistake (clicking twice), or from a
cache first requesting (vilEAD whether a cached page
has changed and then, if it has changed, retrieving the new
page (viaGET). The time limit ¢ 5 s isused because it is

The most important step of data cleaning was the removaP©SSible that a visitor requests a page and requests it again
of robot accesses from the log data. We use the term ‘robot? while Ia;er, not domg _anythmg in the meantime.

to refer to any programmable software agent that does not, The high connectivity of .the pages of a form-based
access a site interactively. These requests can mislead tifd€ makes path completion difficult and often unnecessary,

analyst, because these sequences do not reflect the way Hef€ Sect. 2.1. HowevedRL completiorbecomes necessary
man visitors navi ; when requested URLs are only partially recorded in the log
gate the site. : i thi ires k led f the site. A |

To exclude these accesses, we employed several heuristile: Again, this requires knowledge of the site. An example

methods based on indicators of non-human behaviour. Thes#lll be discussed in Sect. 5.3.

indicators are: (a) the repeated request for the same URL

from the same host; (b) a time interval between requests tog Navigation pattern discovery with WUM

short to apprehend the contents of a page; and (c) a series of

requests from one host all of whose referer URLs are emptyThe pre-analysis phase described in the previous section is

The referer URL of a request is empty if the URL was typed part of our mining environment WUM. WUM (Web Uti-

in, requested using a bookmark, or requested using a scriplization Miner) is a complete, GUI-based system offering

3.2.1 Exclusion of robots
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Original dataset ~ by the mechanism for graph visualisation. The complete the-
WUM_prep ory of navigation patterns can be found in [Spi99], while the

/ v algorithm is thoroughly described in [Spi99, SFW99].

Cleaned dataset
D B> Conceptual hierar chies 47 4.2 Navigation sequences and navigation patterns
1

A session is a directed list of page accesses performed by
a user during her/his visit in a site. A navigation pattern
should be a structure that: (a) emphasises the common parts
ANALYST WUM_agService among the sessions; (b) does not purge the dissimilar parts;
and (c) annotates both common and non-common parts with
gquantitative information, such as frequence of occurrence.

Prepared dataset

Aggregated L og
Bindings Navigation MINT query

patterns 4.2.1 Sessions and sequences
WUM_gseqm We denote asP the set of web pages in the site. If the
B site is of dynamic naturel is the set of all pages that can

be generated. If concept hierarchies have been uBed,
WUM visualizer Mining resilts rather the set of concepts to which the actual URLs have
- < been mapped.
Mining LOOP Further, letZ be the prepared dataset of sessions output
Fig. 2. The architecture of WUM by the pre-analysis. A session is actually a directed list of
elements fromP. In the general caseZ is not a set but
a multiset, since the same session might appear more than
services for data preparation, advanced sequence mining @€ time; this is particularly likely for very small sessions
resolve the problems discussed in Sect. 2, and a visualis&f users that enter the site, visit one or two prominent pages
tion module for the presentation and closer inspection of theand leave again.

results. Definition 1. Let ./~ denote the set of positive integers
(without zero). A “sequence” of length > 0 is a vector
s € P x .47 for which there exists a sessiane & such
4.1 Architectural overview that:

— ¢ is comprised of accesses to pages
— For eachi = 1,...,n, s[i] = (¢[i],j) wherej is the
occurrence number af7] in the session.

The overall architecture of WUM is depicted in Fig. 2. The
WUMprep module is responsible for the pre-analysis phase,
i.e., for cleaning the dataset and organising the accesses ]

into user sessions, as described in the previous section. TH&" element of a sequence is called a “page occurrence”.
WulMagService ~module stores“ the prepared d?taset IO his definition, we map the pages of a session into ele-
a permanent data structure, the .Aggregat.ed Log., on Wh'chﬂents of a sequence, whereby each element is a pair com-
data mining is p_erforme_:d according to the Instructions of the rised of the page and a positive integer. This integer is the
analyst. These instructions are expressed in the mining lar ., renceof the page in the session, taking the fact into
guage '\./”NT and forwarded to the_m|n|ng CWMJS‘?Q"“’ account that a user may visit the same page more than once
which discovers patterns conforming to the instructions. Theduring a single session. (According to Tauscher and Green-
WUMiisualizer presents the results to the analyst in o “the probability of such a revisit is approximately 65%

graphical form.
In the figure, white arrows indicate information input to [TG971)

or output from WUM, while black arrows indicate instruc- Example 2.Let the set of pages for a given site & =
tions from the analyst or results returned to her/him. The{a,b,c,d,e, f,g,h}, and letab, ac, abede, bebf, abdf he be
interactive and iterative nature of the mining process is dethe sessions that appear 41, whereab denotes an access
picted in the interrogation of the human with the “mining to pagea followed by an access to pageWe can see that
loop”. many sessions begin with the same pagesome of them
The goal of WUM is the discovery of navigation pat- also have common prefixes, e.gh for ab, abcde, abdf he,
terns. The dataset prepared by the end of the pre-analysighile others have different parts in common, eagcde and
phase consists of sessions of page accesses. In the next sibbf that sharéc.
section, we model navigation patterns on the basis of ses- According to the above definition, each sessioriZnis
sions and describe the notion of template as basis for patnapped into a sequence as shown in Table 1.
tern discovery. Conventional sequence miners as described We can see that in session 4, pagkas been accessed
in Sect. 2 cannot cope with these types of patterns, so that awice. The first occurrence of this page in the respective
innovative mining technique is necessary. Thus, in Sect. Asequence is annotated with the number 1, the second occur-
we briefly present the mining algorithm itself, accompaniedrence with the number 2. AN
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Table 1. Mapping the example sessions to sequences We model the statistical properties of navigation patterns

No. session sequence on the basis of the g-sequences describing them.

1) ab (a,1)(b,1) Definition 4. Let. % be a sequence log over sequences from
2)  ac (a1)(c,1) U* and letg be a g-sequence over elementé/ofThehits of

3) abede  (a1)(b1)(c1)(d.1)(e.1) g, hits(g), is the number of sequencesif that are matched

4)  bebf (b,2)(c,1)(b,2)(f,1) by O

5)  abdfhe (a,1)(b,1)(d,1)(f,1)(h,1)(e,1) 9

Using the notion of hits for a g-sequence, we intro-
duce the notion of confidence of a g-sequence element
Let P be the set of pages in a site as denoted above. Wagainst a previously occurring elementthe context of the
denote ad/ := P x ./ the set of page occurrences, over g-sequencein a way generalising the notion of confidence
which the elements of sequences may range. Then, for eadRr association rules introduced in [ATS93]. In particular:

sequence it holds thats € U™, where” is the Kleene star.  pefinition 5. Let # be a sequence log over sequences from
Finally, we denote asZ the *log of sequences”, on which 17+ and letg = gyxgox . . .xg,, be a g-sequence over elements
the sessions in the log’ are mapped. Sinc@ may contain  of {7, For eachi = 2,...,n and for eachj < i, the “confi-
duplicates,” is also a multiset. dence ofg; towardsg; within g” is the ratio of the number

of sequences containing x ...g;_1 * g; to the number of
sequences containing x . .. g;:

, hits(gs *...0i—1 *Gi)
confidencég;, g = -
A sequence depicts the behaviour of a single user, as a vector @i.g,9) hits(gs * ... gj)

of adjacent page requests. In our analysis, we are rath%hereby the confidence gf within ¢ is:

interested irpatternsthat reflect the navigational behaviour .

of many users. Such patterns may be interesting because theynfidencég, , e, g) = hits(g.)

are frequent, i.e., match many sequences, or for some other o |<Z|

application-specific reason related to their statistics, structurgyheree denotes the empty sequence. 0
or content. To discover such patterns, we first model them

using the concept of “generalised sequence”, defined below! '€ definition of the confidence gfi needs some expla-

Outside the set of page occurrendés we specify a nation: in the general case, we d/efined the confidence of a
“wildcard” [low, high] that is matched by any sequence Prefix ¢’ of g towards a prefix ofy itself. Sinceg, is the
of elements that has length at ledsty > 0 and at most first e_Iement ofy, the only prefix to it is the empty sequence
high > low. high may take the special valuex+ indicat- ¢ Whlch_ can be observed as part of every g-sequence. Then,
ing a sequence of arbitrary length. Also, baty andhigh ~ the confidenceg:,g) = confidencégs, €, g) is the ratio of
may be equal to zero, denoting adjacent elements. In thi€ Sequences that matghto the sequences that maich the

following, we denote a wildcard with, if its range is not ~€MPL sequence. Sincee trivially matches any sequence,
of interest. the denominator of this ratio is the cardinality of the whole

log ~.

Example 4.We consider the same sequence log as in Exam-
ples 2 and 3, but we now state explicitly how many times
each sequence appears9f.

The g-sequenceg = (a,1) x(b,1)[2;4](e,1)

A g-sequence matches a sequence in.#ieif the se- matches the 3rd and 5th sequence. The valuéité(g)
guence contains the non-wildcard elements of the g-sequend®ef. 4) is the number of appearances of these sequences in

in that order and in distances within the boundaries specified” , i-e., 30 + 10 = 40.
by the wildcards. To see how the confidence values of the elements in

(and in navp(g)) can be computed, we modekvp(g)
S a tree structure: we merge all sequences matcghing

4.2.2 Generalised sequences

Definition 2. A “generalised sequence” or “g-sequence’”
is a vectorgy xgox . . .%g,, Wheregy, ..., g, € U. The number
of non-wildcard elements in is the length ofy, length(g).
(Il

Example 3.We assume the same sessions as in Example 23

The g-sequencéa,1) «(b,1)[2;4](e.1) is matched  common prefix. We then annotate each tree node with the
by the 3rd and the 5th sequence above. number of sequences that contain the tree branch up to that
Definition 3. Let % be a sequence log over sequences fromn@de. The resulting tree is shown in Fig. 3.

U* and letg be a g-sequence over element&/ofThe group At the root of the tree in this figurga,1) is anno-

of sequences fro’ that matchy constitute the “navigation tated by _100, because it appears in 100 sequences: 30 times
pattern ofg” navp(g). as the first page ofa,1)(b,1)(c,1)(d,1)(e,1) :

40 times as the first page df,1)(b,1) , 20 times
Thus, a navigation pattern is the uniquely defined group ofin (a,1)(c,1) and 10 in(a,1)(b,1)(d,1)(f,1)
sequences matching “its” g-sequence. Similarly to the se{h,1)(e,1) . Remarkably, although only the 3rd and 5th

guence log¥#, this group of sequences may contain dupli- sequence are matched by the statistics are computed by
cates. For pattern discovery, we are not interested solely imaking all sequences in the log into account. This reflects
the contents of the patterns, but also in their statistic propDef. 5, where confidence of a (part of a) g-sequence is de-
erties; the importance of a pattern depends also on whethdined with respect to the frequence of each prefix of this
it is frequent or rare. g-sequence (part).
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(@1),100 — (b), 80< ———————— :
Co e (42,10 — (11,10 — (h1), 10— (1,10 9% 3 The navigation pattern of

,,,,,,,,,,, o (@l)  x (b1)[2;4](e,1)

Similarly, to (a,1) , we compute the annotation to template declaration accompanied by a conjunction of con-
(b,1) by adding the number of appearances of the 1st, 2ndstraints on the permissible values of the template variables.
3rd and 5th sequence, i.e., of the sequences weie A “binding” for a template is a g-sequence, the non-wildcard
appears directly aftefa,1) . This gives a value of 80. It elements of which are bound to the template variables and
should be stressed that taking the 4th sequence into accoutite underlying group of sequences jointly satisfies the con-
for this computation would violate the semantics of the g-straints on the template. This group of sequences constitutes
sequence and introduce an error in its statistics: althougla “navigation pattern”, which together with the correspond-
(b,1) indeed appears 85 times in total, it appears only 80ing binding is a “solution” to the mining query.
times after(a,1) AN

The tree structure depicted in Fig. 3 is an “aggregateExample 6.In MINT, the following clause declares a tem-

tree” [Spi9g]. It merges sequences by common prefix and’/at® with three variables and two wildcards:
annotates them by the number of appearances of this preﬁKIODE 8 XV 7
in the log of sequences. The log of sequences itself can al EMPLAE xy* ' [2:4] z AS t
be materialised as a tree, using a dummy node as the root y ol

of all branches. In fact, this tree is the “Aggregated Log”, T

the permanent data structure in which sequences are stor%ée1
and on which data mining is applied.

e wildcards pose structural constraints: an arbitrary num-
r of elements may appear betweerandy, while the
number of elements betwegnand z must be between 2
Example 5.The Aggregated Log for the log of sequencesand 4. _
% of Example 4 is shown in Fig. 4. If we issue the above query against the sequence log of

Example 4, we can see that the g-sequegdg a solution

to the query because it matches the template. Hence, the
4.3 Discovering navigation patterns navigation pattern of Fig. 3 will appear in the result.

The g-sequencdb,1)*(d,1)[2;4](e,1) which

We have defined a navigation pattern as a group of sequencégatches the 5th sequence in the log is a further solution
that match a generalised sequence. A generalised sequenigthe above query. A
reflects the behaviour of some users, the pages they all ac-
cessed and the pages accessed only by some of them. The The declaration of a template should be accompanied by
annotation on the nodes of a navigation pattern reflect theéhe specification of at least one statistical threshold. Its value
statistics of this group’s behaviour. should be given by the analyst. Although rules of thumb

A g-sequence describes one navigation pattern. Duringxist, statistical thresholds depend on the idiosyncracies of
data mining, we are interested in all patterns that satisfithe data in the site and change from mining session to mining
some properties. As already noted in Sect. 2, those propekession, as the analyst gains insights on the statistics of the
ties should be more sophisticated than simple frequency ofjata she/he analyses.
the pattern. In WUM, we use the mining language MINT to  |n MINT, the analyst may restrict the absolute number
express constraints on these properties [SF99]. These cowf hits for any variable of the template as well as the ratio
straints relate to the structure of the g-sequences and are exf the hits values betweeany two template variablesiot
pressed using “templates”. Further constraints relate to statiust the confidence of consecutive variables. The full syntax
tic properties of the patterns, i.e., to the hits and confidencef MINT appears in [SF99].
of their components, as defined in Sect. 4.2.2.

The definitions of hits and confidence generalise the defExample 7.If the analyst is interested in g-sequences where
initions of statistics for frequent sequences, as proposed ithe first element should appear at least 85 times and the
[AS95]. Hence, g-sequences generalise frequent sequencesnfidence of the second element to the first should be no
in conventional mining, while their statistics generalise con-less than 80%, she can specify the following constraints:
ventional statistics. We intend to exploit these statistics dur-
ing pattern discovery to guide the mining process. This im-WHERE x.support >= 85
plies that we need a more powerful mechanism than thos&ND ( y.support / x.support ) >= 0.8
intended for conventional sequence mining. This mechanism
is incorporated ilWUMgsegm [Spi99]. Note that inMINT the function hits is named “support”.

This name should not be confused with the support ratio
introduced in [ATS93].
4.3.1 Templates The analyst can further specify that a g-sequence is of
interest only if the number of sequences matching it are
A “template” is a vector comprised of variables ranging no less than 40% of the sequences matching only its first
over the domairUV and of wildcards. A “mining query” is a element. The complete mining query becomes:
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(c1),30 — (d,1), 30 (e),30
(3,1),100— (b 1),80<
(d1),10____
(f.1),10__ (h1), 10
(c1),20
(#,1), 105 (e1), 10
(61,5 — (c1),5 — (2,5 — (f,1),5 :
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, L Fig. 4. An example Aggregated Log
SELECT t Finally, G3 is the group of sequences matched by the
FROM NODESAXx y z, whole binding, since the template has 3 variables in total.
TEMPLAE x *y *2;4] z AS t The sequences matched (g,1)*(b,1)[2;4](e,1)
WHERE x.support >= 85 are only the 3rd(a,1)(b,1)(c,1)(d,1)(e,1) and
AND ( y.support / x.support ) >= 0.8 the 5th one(a,1)(b,1)(d,1)(f,1)(h,1)(e,) , as
AND ( z.support / x.support ) >= 0.4 already shown in Example 3. From Table 2, we can see
that the cardinality oG is 30 + 10 = 40, i.e., 40% of the
A cardinality of G;.
Thus, (a,1)*(b,1)[2;4](e,1) is indeed a solu-
, ) tion to our example query. This solution is accompanied
4.3.2 Discovering patterns for templates by the navigation pattern of Fig. 3. In that figure, the non-

wildcard elements of the g-sequence are enclosed in boxes.

The mining algorithm of WUM is presented in [Spi99, They are exactly the pages to which the template variables
SFW99] and briefly discussed in the Appendix. Conceptu-nave been bound. A

ally, a solution to a mining query is found by first generating

all possible bindings for the template variables. Some g-

sequences thus generated are not matched by any sequende$ Pattern visualisation

in the log and are eliminated. For each remaining g-sequence . ) ) ) ) o
gix. . *gn, We put all sequences matching the g-subsequencé/UMisualizer s responsible for presenting the mining
gix...xg; into a groupGy, fori = 1,...,n. The cardinality ~ 'esults in graphical form. The result of a mining query is a set
of this group should satisfy the constraints of the correspond®f (9-sequence, navigation pattern) pairs. A navigation pat-

ing template variable. If it does not, the g-sequence is not 4€n is graphically depicted as aggregate tree, as described
solution. by the end of 4.2.2. Although the g-sequence describing

a havigation pattern is present (and visually apparent) in
Example 8.For the query of our running example, we as- the latter, WUMisualizer also shows g-sequences sep-

sume the Aggregated Log shown in Fig. 4. arately to facilitate a quick overview of the statistics of the
As already shown in Example 3 and 4, the g-sequenceemplate bindings.
(a,1)*(b,1)[2;4](e,1) is a solution to this query. In Fig. 5, we depict part of a havigation pattern produced

G, is the group of sequences matched by the bindingoy a mining query issued during the analysis of the Schul-
to the first variable, namel{a,1) . It contains all but the Web usage (see also Sect. 5). The g-sequence is depicted
4th sequence in the table of Example 4 and its cardinality iSn a separate window, shown in the lower left corner of the
30+40+20+10 =100, as can be easily seen from Table Zfigure.

Table 2. The contents of the example log of sequences

5 WUM put into practice:

No. sequence appearances experimenting with the Schulweb site
1 (@bl 40
2)  (al(cl) 20 We have experimented witYUMising the access logs of
i; E‘;‘vi;ggli))égvggf'll))(evl) 32 a real form-based web site operating on two servers. The
OO objective of our experiments was to test the effectiveness of
0 @bLHEDEDhLED 10 the miner for the analysis of navigation behaviour, in its task
of accessing and improving the quality of the site’s interface
G, is the group of sequences matched (&1)* towards the needs of its visitors.
(b,1) , namely:
— the 1st sequencga,)(b,1) 5.1 Overview of SchulWeb
— the 3rd:(a,1)(b,1)(c,1)(d,1)(e,1)
— the 5th:(a,1)(b,1)(d,1)(f,1)(h,1)(e,1) The site used in our tests, Schul\Wels a web site connect-

The cardinality ofG5 is 30 + 40 + 10 = 80, i.e. 80% of the ing schools in the web. Schulweb accommodates the largest

cardinality of G;. 1 “School Web” athttp://iwww.schulweb.de
y
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and most comprehensive database of German schools in ttservice-based conceptual hierarchy and introduced a number
web, a database of German-language school magazines of application-independent feature space dimensions, along
the web, a collection of online resources and of communi-which concepts should be specified (Sect. 3.1.2). Part of the
cation services. It also offers access to a major database aonceptual hierarchy of SchulWeb has been presented in the
educational online resources in Germany, maintained by théntroductory Example 1.
German Educational Resourc&ER. Both the SchulWeb The URLs of the whole SchulWweb are organised along
and the GER servers are developed and maintained at the Ithe following feature space dimensions:
stitute of Pedagogy and Informatics at Humboldt University
Berlin. Entity class: school, school magazine, online resource
SchulWeb and GER offer integrated access to the two unLevel of detail: individual, description of individual, list of
derlying database servers. Access employs forms that query individuals, top-level
the tables in the databases and return the results in dynan®pecifiable propertieseflecting the query interface of the
ically generated HTML pages. The generated pages often Web server, as discussed below.
contain links to further resources that are either conventional L ) .
pages, like the home pages of schools, or dynamically gen- Apart from these appllgatlon—_lndependent derenS|ons,
erated ones, like the teaching materials stored in the GERChulWeb has one more dimension, namely the “presenta-
database. tion language”, since SchulWeb is a multilingual site. How-
Thus, SchulWeb operates as a site of dynamically gener€Ver: previous statistical analysis has s_hown that most visi-
ated and often cross-linked pages from multiple databases. IfPrs request that pages are generated in German. Hence, we
Fig. 6, we see the SchulWeb home page, from which querie‘é‘ave focused on entries for the presentation language Ger-
can be posed by pop-up menus, choice buttons, fill-in fielddnan only. _ _
and a clickable map. _ Flgure 7 illustrates the. concepts along tpe dimensions:
SchulWeb offers many different services. The first author(i) entity class, on the horizontal axis; and (ii) level of de-
of this paper has, as domain expert, found through day-tola"’ on 'the ver_tlcal axis. In th_e same figure, we also depict
day work with the site, personal interaction with its users, the site’s quasi-topology by displaying hyperlinks as arrows.
and inspection of the absolute frequencies of page accessES" example, the arrow from the concepitvV-1SCHOOlo
that: (a) SchulWeb is regarded by many users as a ‘largd® conceptlRESOURCHndicates that‘each URL describ-
database of schools’; although (b) many visitors rather usd?d & school contains a link to each ‘resource’ (teachware
SchulWeb as a platform for direct contact, e.g., among teachdocument on a specific subject) offered by this school. The
ers in neighbouring schools, or indirect communication, e.g.{oPelogy also reflects the servers providing the data: URLs
by making teaching material available electronically. Thedenerated by the Schulweb server are shown on a white
first observation justifies our decision to select the onlineackground, pages of the GER server are depicted on a grey
catalogue functionality from among the different servicesPackground and pages belonging to the sites of the schools

offered and to analyse its usage. are drawn on a grey background at the bottom left of the
figure.

In Fig. 7, the concepts enclosed in ellipses are acces-

5.2 Conceptual hierarchies sible via the SchulWeb main menu, which is contained in

each SchulWeb page. Within Schulweb and GER, the re-

The goal of our experimentation was the improvement ofSPECtive home page is accessible from each other page. The
the SchulWeb site. As explained in Sect. 3, this implies the“0rresponding arrows are omitted to avoid graphical clutter.
In Fig. 7, we have provided concepts for all pages gen-

analysis of the visitors’ behaviour, concentrating loow , , ,

they navigate rather than omhat they retrieve. This type €rated in the SchulWeb site. We further refine the concepts

of analysis requires an appropriate modelling of the dy-describing lists of individuals in two ways. First, we need to

namically generated URLs. We have proposed the notion of!iStinguish between short and long lists of individuals, since
the latter are generated by insufficiently restrictive queries.

2 Deutscher Bildungsserver http://dbs.schule.de . Thus, in the feature space dimension “level of detail”, we
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Schulen: Deutschland | Osterreich | Schweiz | Weltweit | Zeitung | Klicks | Ring | Statistik Schools:Germany | Austria | Switzerland | World | Magazines | Clicks | Ring | Statistics
Infos: SAN | Intranet | Material | Konzept | EduLinks | Literatur | Glossar | Webbewerb | Institution Info: SAN | Intranet | Material | Concepts | EduLinks | Glossary | Competitions | Institution
Kommunikation: Chat | Forum | Mail-Liste | Kontakt | Ticker | Netze | FAQ | Neu-/ Anderungsmeldung Communication: Chat | Mailing List | Contacts | News | Networks | FAQ | Register School
Bundesland ~ Schulart Suche in State Kind of schools Search in
Name Name
Deutschland  Alle Schulen Zeig! All All Show!
Anzeige: Detail Standard KurBortierung: auf- absteigend Hilfe Display: Detail Standard Sho@rder: ascending descending

NEU Das Schulweb 1. Sieger im Webring der Woche NEU Das Schulweb 1. Sieger im Webring der Woche
NEU Sonderforum - Schiiler helfen Lehrern NEU sonderforum - Schiiler helfen Lehrern
Copyright © '95-'99SchulWeb-Team<schulweb@educat.hu-berlin.de>, Humboldt-Universitat zu Berlin Copyright © '95-'99SchulWeb-Team<schulweb@educat.hu-berlin.de>, Humboldt-Universitat zu Berlin
Sponsored by DFN-Verein, Powered by SUN Ultra 2, Apache, MySQL, PHP, AsWedit, XEmacs Sponsored by DFN-Verein, Powered by SUN Ultra 2, Apache, MySQL, PHP, AsWedit, XEmacs
Letzte Anderung: 10. 06. 1999 - URittp://www.schulweb.de/- Linkt unsere Logos Letzte Anderung: 10. 06. 1999 - URittp://www.schulweb.de/liste.phtml- Linkt unsere Logos

Fig. 6. The SchulWeb home page. Left: standard German version; right: English version

level of detail
top-level Magazines top pag SchulWeb homepage (SW-H GER homepage
SchulWeb list of subjects CHOICE
list Qlist of magazines list of schools@ SchulWeb list of materials 1SUBJECTLIST
of individuals
description SW-1MAGAZINE W-1SCHOOL 1RESOURCE
of individuals
individual 1MAGAZINE 1SCHOOL
school magazine school online resource Fig. 7. Concepts in SchulWeb (ar-

entity class  yows depict hyperlinks)

refine the lists of individuals by distinguishing between the  The search strategies are modelled as string combina-
first list page and a further list page. Second, we model the tions of the following:LA denotes a restriction on state;
guery strategies used by the visitors by refining the lists of SA denotes a restriction on school tyg®t) denotes a
individuals along the feature space dimension “specifiable restriction on a textual property by a search string. The
properties”. specification of a country as one Bf AU, CH, W is
Since our experiments concern the retrieval of schools, mandatory.
we concentrate on the concepts describing lists of schools A query is formed as a conjunction of predicates on one
only. The corresponding conceptual hierarchies along the or more of the specifiable properties, so that-21 = 7
“level of detail” dimension and the “specifiable properties” types of lists of schools can be constructed. The symbol
dimension are shown in the upper and lower part of Fig. 8, DREI is used as an abbreviation fbASASU

respectively. This figure extends Fig. 1. . i
In Fig. 8, we can see that a list of schools is mapped toThe abbreviations follow the German terms for the proper

the query invocation that produced it, expressed as a stringes' For example, a query invocation returning the secor_1d
composed of the following: age of a list of schools for a specified state in Germany is

mapped to the composite conc&GEITEN-LALI-D
Complementing the description of navigation possibili-
1. Level of detail:LI denotes a list of schools. ties in Fig. 7, we note that each list page contains the query
According to our concept refinement along this dimen-menu for the (re)formulation of queries. In terms of the con-
sion, SEITE1 denotes the first page of resul8ZITEn  ceptual hierarchy in Fig. 8, this means that each page of a
denotes a further page. list of schools contains a link to the first page of any other
2. Specifiable properties: we model search strategies alist of schools.
combinations of search parameters.
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Schulweb URL
search query URL

school URL { school list URL

LN / \ .
list beginning URL list continuation URL

school homepage SW description of school SEITEL SEITEn
1SCHULE SW-1SCHULE
|
———  search strategy SW-1SCHULE LDJ
T SEITE1] SASULI |W|
one search two search three search -
parameter parameters parameters
AN ‘ \
LALI LASALI DREWLI ¢ |
|
SALI LASULI i Country : :
I I
SuLl SASULI [ o
| Germany D i
> search parameter : Austria Al
I
I |
\ | Switzerland CH : |
federal state school type  textual property i L
LA SA SU | Other_countries W [~
************* Fig. 8. Conceptual hierarchies in SchulwWeb
5.3 The log used in the experiments but we had no knowledge of the paths traversed, i.e., of the

search process, and therefore no expectations concerning the

For our tests, we used a 24-hour log of visitors accessingletails of these search processes. In our queries to WUM,
Schulweb from outside Humboldt University. The selectedwe have therefore concentrated on trying to find support for
day was a Wednesday in April, outside the German schoobur expectation that school search is a typical usage pattern,
holidays. Since the data available in SchulwWeb are not suband on trying to find out more about the details of these
ject to weekly or monthly variations (as is the case for datasearch processes.
related to University examinations), the selected log can be We have used WUM to discover typical navigation pat-
regarded as a representative saniple. terns, to draw conclusions on the visitors’ behaviour from

The log file was an integrated log file recording accesseghem, and to investigate how these conclusions can improve
to Schulweb and GER. After removing accesses to imagethe design of SchulWeb. In the tests, WUM did not only re-
and robot entries, as described in Sect. 3.2, the cleaned Idgrn frequent navigation patterns. The results also revealed

contained 32689 page accesses. the paths between pages accessed together, both frequent and
The cleaned log required one additional preparation steprare. Some of those paths were expected, others were not.
because #0STrequest to pagéste.phtml can stand We analyse the dominant ones statistically, but our evalua-

for an access to the “first page” ahytype of list. From the tion of the quality of Schulweb’s interface also includes an
subsequent request to an “individual” or “description of aninterpretation of the rare paths we discovered.

individual” page, or to a “further page”, we could safely

reconstruct the query that built the first page in 61.47%

of the cases. This reduced the number of invocations td.4.1 Templates and constraints

liste.phtml from 19.7% to 7.57%, thus removing a con- ) i
siderable factor of distortion from our test log. In the formulation ofMINT queries, we have used our back-

By the end of the pre-analysis phase, the concrete quer§round knowledge on the purpose of the site and on its
invocations were mapped to strings expressing concepts, axPected usage, namely posing queries to retrieve the data
described in the previous section. The reconstruction of vis®f individuals (schools, magazines and online resources).

itors’ sessions used a heuristic value of 30 min as the maxQOUr first mining session revealed that the web page most
imum total duration. often accessed first was the SchulWeb home page for Ger-

manySW-HP-D. This is also the top-level page for starting a
search, as described in Sect. 5.2, so this result was expected.
However, we encountered only 1507 hits for the first access
to SW-HP-D, corresponding to 4% of the total number of
The present paper and, in particular, the analysis of welficcesses in our log. Since this was the most fr_equently ac-
gssed page, we concluded that our log consists of rather

usage data, concentrates on only one aspect of usage, tong paths. As we have seen in subsequent sessions, many
online catalogue functionality. Our background knowledge f these paths contain repeated access@NeHP-D

(see above, Sect. 5.1) led us to expect that SchulWeb is ofteR : . .
—though not always — used as an online catalogue of school%h Alter studymg how SchuIWeb IS _usua_llly bemg entered,_
e second mining session started with discovering the navi-

3 See the web server statistics www.schulweb.de/statistik gation patterns Starting at that page and having a confidence
anddbs.schule.de/statistik . of at least 10%. Knowing that an individual can be reached

5.4 Analysis
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query (1)

select t

from node as a b, template a [1;10] b as t
where a.url = "SW-HP-D"

and a.occurence = 1

and ( b.support / a.support ) >= 0.1

query (2)

select t

from node as a b, templat eabast
where a.url = "SEITE1-LALI-D"

and a.occurence = 1

and ( b.support / a.support ) >= 0.05

query (3)

select t
from node as a b, template a [1;5] b as t
where a.url = "SEITE1-LALI-D"

B. Berendt, M. Spiliopoulou: Analysis of navigation behaviour in web sites

reached afteBW-HP-D and the maximum number of steps
undertaken in total. Since query (1) specifies at most 10
in-between steps, the total number of steps aé®ér-HP-D
cannot exceed 11.

The middle column of Table 3 shows the URL re-
quested immediately after the URL bound to the first tem-
plate variable. For each pattern, we have identified the
URL most frequently requested as follow-up. In both pat-
terns, it was the pag&EITEL-LALI-D , which corre-
sponds to a list of schools retrieved by setting the speci-
fiable property “state” only. We have extracted and sum-
marised the sub-patterns contain®gITEL1-LALI-D after
SW-HP-D. These sub-patterns correspond to the g-sequences
SW-HP-D SEITE1-LALI-D [0;9] SW-1SCHULE-D
and SW-HP-D SEITE1-LALI-D [0;9] 1SCHULE-D
respectively. In Table 3, they are depicted a& and I'1.

and a.occurence = 1 By comparing the statistics of the goal URL betweBn

and ( b.support / a.support ) >= 0.1 and D1 and between and /1, we can see that the con-
fidence with which a school was reached after invoking
SEITE1-LALI-D is much higher than the confidence in
the original pattern.

in 2 steps after the home page, by posing an adequately The observations depicted inl1 and/1 led us to the in-
focused query, and having concluded that our log containgestigation of navigation patterns that contair TE1-

many long paths, we have allowed navigation patterns td-ALI-D . Query (2) returned the pages accessed in the im-
contain at least 1 and at most 10 intermediate steps aftenediately subsequent step, to test whether an individual was
the top page. We thus specified query (1) of Fig. 9, whichreached directly from this page with a confidence of at least

produces the same results as the more conventional mining%. As a complementto it, query (3) returned longer patterns
guery below but is faster: with 1-5 intermediate steps. Because of the higher number

SELECT t FROM NODE a b, 8; ggi/smée |nterm§d|ate steps, we chqse a higher confidence
6. Both queries are shown in Fig. 9.

TEMPLATE a [1;10] b AS 1 The identification of the sub-patterns that were further

WHERE a.support > 1000 investigated in queries (2) and (3) is an instance ofda

AND ( b.support / a.support ) >= 0.1 mining loopmade possible by WUM: the visualisation tool
Query (1) returned 6 patterns, 2 returning to the top pageenables us to inspect not only the start and goal of frequent

2 reaching a list of individuals expressedliage.phtml sequences, but also less frequent intermediate steps in these

and 2 patterns reaching a specific individual, namely asequences. So, we find interesting subgroups and use them

school descriptionSW-1SCHULE-Dand a school home in the next iteration of the analysis.

page 1SCHULE-D Since the ultimate function of Schul- Query (2) returned one pattern only, in which the Schul-

Web is to return information on individuals, we focused on Web description of a school was reached immediately after

the last 2 patterns. We consider the first 4 patterns to béhe query invocation with a confidence of 5.35%. This pat-

incomplete searches or explorations of the SchulWeb site téern, calledRs (Route short), is summarised in the lowest

be studied in a separate mining session. part of Table 3, together with the summary results for the
All patterns discovered by query (1) and by the subse-patternRl (Routelong) returned by Query (3).

guent mining queries only returned pages in Germany. This

indicates that only requests for schools in Germany were fre-

quent enough to satisfy the statistical thresholds incorporated.4.2 Results and interpretation

in our mining queries. In the following summary and dis-

cussion of the results, we omit the suffi (for Germany)

Fig. 9. The MINT queries of our experiments

In the interpretation of results, we made the following as-

in all URLs. ; ; :
. . L sumptions, again reflecting our knowledge of the purpose of
We usedNVUMisualizer to study the two navigation iha site and our expectation on how it is used.

patterns returned by query (1) that reached an individual. The
results of inspecting these two patterns are summarised in the- Search

upper part of Table 3. The two patterns are calleénd/, A sequence starting at the top page or at the first page of a

respectively. As can be seen from the second table column, list of individuals and ending at an individual represents

the first URL in bothD and I is the German SchulWeb a search for one or more individuals.

home page, appearing in 1907 sequences. This is the value- Follow-up pages: search continued

of a.support  for this binding of variablea in query (1). A query for a list of individuals with a specifiable prop-
The columnGoal contains the URL to which the sec- erty set retrieves the first page of the list. If a further

ond template variable was bound. In pattdm this page page of the same list is requested, this reflects a brows-

was SW-1SCHULE-D while in I it was 1SCHULE-D We ing activity through the list, as a continuation of the same

also list the number of sequences in which this URL was search.
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Table 3. Global description of the analysed patterns

P. Start Follow-up request Goal Max.
URL no. of URL no. of URL no. of no. of
sequences sequences sequences steps
D SW-HP 1907 (arbitrary) SW-1SCHULE 304 11
15.94% of 1907
D1 SW-HP 1907 SEITE1-LALI 158 SW-1SCHULE 67 11
8.29% of 1907 42.4% of 158
| SW-HP 1907 (arbitrary) 1SCHULE 468 11
24.54% of 1907
11 SW-HP 1907 SEITE1-LALI 167 1SCHULE 117 11
8.76% of 1907 70.06% of 167
Rs SEITE1-LALI 579 (arbitrary) SW-1SCHULE 31 1
5.35% of 579
RI SEITE1-LALI 579 (arbitrary) 1SCHULE 134 6

23.14% of 579

— Follow-up pages: search refined Schools are rarely reached in short searchdsis possible
A query for a list of individuals with a specifiable prop- to reachSW-1SCHULEor 1ISCHULEfrom SEITE1-LALI
erty set retrieves the first page of the list. If it is followed in one step. So one question arising from the results of query
by a query for a list with the same and at least one morg1) was whether sub-patteriisl, 11 reached a school in the
searchable property set, this reflects a refinement of theninimum number of steps, which is 1. This was to be com-
previous search. pared to the general patterBsand|, which took up to 10
We used those assumptions to construct Table 4 baseﬁ]eopvie%ﬁ% ;?etg;;stlvraeggf fr:'eTan:?r? ;rl:to;?gj_ (:)%t(ezr)ryl r?{\évever,

on Table 3. o :

In the new table, we study the sub-patterns of the nav—lf?:rl%/ g:lél?l'lglof_ili? (sll?’r? f%;?gﬁg%gclhse%wli?gﬁﬁ&
igation patterns to identify search continuations, search rer a higher number 'Of steps, up to 6, as the result of query
finements and initiations of new searches. The results shov&,’) Show ' '
that dominant sub-patterns could be identified, which we in- '

terpret as follows.

. . Long searchesQuery (3) investigated how the longer
Searches reaching a school are a dominant sub-pattdmmo searches proceeding VBEITEL-LALI reached a school.

of the 6 patterns found by query (1) are searches reaching tpg yegyits show that only searches for a school itself
an |nd|V|d'uaI — a school or the description of a school. The(lSCHULE were a dominant sub-pattern, whereas searches
high confidence of these patterns (24.54% for patteaind for the description of a schooBV-1SCHULE were not.
15.94% for patterrD) shows that they are indeed typical g patterrRI had a confidence of 23.14%.

ways of using Schul\Web. Moreover, the results of query (3) confirmed the most

i -I(—jhi remainingd4 pa?gems founld in querya (l),hand notl ominant sub-pattern of query (2), showing that after the
iIsted here, may describe incomplete searches that wouldqifiaple property “state” is set, further pages are often

lead to schools in more than 11 steps, especially the naVr'equested: patterns with goal no&EITEn-LALI had a

igation patterns ending diste.phtml . They may also  .onfidence of 17.62%.
describe explorations of SchulWeb, especially those ending A closer inspection of the sequences ultimately reaching

again atSW-HP. They were therefore not investigated fur- SW-1SCHULEor 1SCHULEshowed that the search for a
ther. school often proceeded via further pages of the same list, via
a refined search employing statedtype of school as search
B . . . criteria, or via a new search. Details are given in Table 4.
State” lists of schools are the most popular listBhe in- Here, the “no. of sequences” of “search continued”, “search

spection of the patterns’ constituents showed that the MOSlsfined” and “new search” gives the number of sequences
popular type of list was specified by tigpecifiable prop- i, \yhich the respective URLs were called immediately after

erty “state” denoted byLALI . Requests for the first page o hogeSEITEL-LALI . This can be interpreted as a sub-
of a LALI list accounted for 2.43% of all page hits, while optimality of searches starting witBEITEL-LALI : while
requests for furthet ALl pages summed to 3.18% of total in principle, a school can be reached from the home page in
page hits. The first page oflahLI list was invoked immedi- 5 steps, searches VBEITEL-LALI often require a much
ately after the home page in more than 8% of the sequencefgher r’1umber of steps.

The confidence values for all other types of lists were much ™, <hould be noted that the proportion of new searches

lower. : . . .
. . . . .may be overestimated relative to the proportion of refined
As can also be seen in Table 3, the confidence with Wh'Chéea);ches. This is because occurrencgﬂ;isdru)é.phtml

a SChOO:. is reached ri]r) ﬁatterr]ﬁxl, rl]l’ i.e., after invol;!(rj]g that could not be disambiguated can stand for any kind of
a II‘ALI Ist pﬁge, k:SI igher than the respective Icon IdeNCehew list, i.e., also for one of the list types classified as refined
values over the whole pattersand 1, respectively. searches. However, it can be expected that this affects all
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Table 4. Further actions in the analysed patterns

P. Goal found Search continued Search refined New search
(2 steps) URL no. of URL no. of URL no. of
sequences sequences sequences
D (n.a.) (n.a.) (n.a.)
2.83% of 1907
D1 20 SEITEn- 48 SEITE1- 13 liste. 25
12.66% of 158 LALI 30.38% of 158 LASALI 8.23% of 158 phtml 15.82% of 158
SEITE1- 5 SEITE1- 4
DREILI 3.16% of 158 LALI 2.53% of 158
=18 >.=29
11.39% of 158 18.35% of 158
| (n.a.) (n.a.) (n.a.)
0.79 % of 1907
11 11 SEITEn- 55 SEITE1- 15 liste. 29
6.59% of 167 LALI 32.93% of 167 LASALI 8.98% of 167 phtml 17.37% of 167
SEITE1- 5 SEITE1- 7
DREILI 2.99% of 167 LALI 4.19% of 167
>.=20 > =36
11.98% of 167 21.56% of 167
Rs goal found SEITEn- 152 SEITE1- 36 liste. 73
in next step: LALI 26.25% of 579  LASALI 6.22% of 579 phtml 12.61% of 579
31
5.35% of 579
Rl goal found SEITEn- 102 SEITE1- 31 liste. 61
in next step: LALI 17.62% of 579  LASALI 5.35% of 579 phtml 10.54% of 579
0 SEITE1- 5 SEITE1- 7
(23: SW-1SCHULE DREILI  0.09% of 579 LALI 1.21% of 579
3.97% of 579) Z =35 Z =68
6.04% of 579 11.74% of 579

investigated patterns equally and therefore only biases thing and new searches? This may be a consequence of the
overall results, but not the comparison. lists contents: lists constrained only by state seem to be too
long, while lists retrieved when both state and type were set,
are potentially more useful.
5.4.3 Evaluation of the results For example, parents or pupils searching for information
on schools will often need information constrained by their
The results discovered in our web usage analysis with WUMarea of residence, e.g., in order to decide which school they
have implications for the evaluation of the SchulWeb in-wish (their child) to attend. Similarly, teachers searching for
terface, and can serve to recommend changes to the integctivities and online resources offered by schools will require
face. The following paragraphs summarise these implicainformation constrained by the same parameters. Often, such
tions. They draw on the values in Tables 3 and 4 and theisearches will involve the restriction to a particular school
interpretation. They also draw on observations of patterngype. In SchulWeb, these constraints can be satisfied by: (i)
which were too rare to be included in the statistical analy-clicking at the desired state; (ii) choosing the school type;
sis. These will be discussed below. (iii) choosing “city” in the pop-up menu; and (iv) typing the
name of the city. While visitors are immediately attracted to
specify the desired state, they choose the school type mostly
Graphical interaction vs. textual interactiont appears that as part of search refinement and rare|y ever Specify a City
although lists with the specifiable property “state” set (“state” name.
lists) give rise to suboptimal searches, they are a highly pop-  still, these visitors who have to embark on long searches
ular choice from the home page of SchulWeb. do so with a confidence which is higher than the average.
First, what could be a reason for the popularity of this And even those users who abandon the search after using
property? “State” lists can be requested using the clickablghe clickable map (i.e.,, after requesting the first page of a
map on the home page. This graphical or direct manipulation AL| ) are attracted to SchulWeb and may return to its pages
interface is doubtlessly very attractive even for users whopnce they have a more specific search in mind, or they may
have no specific search in mind. Also, even if requested via;se other SchulWeb offers.
the choice-button instead of via the clickable map, “state”
lists require the specification of only one criterion (i.e., the
processing and use of only one choice-button) instead of twd@extual interaction: thg@ropertysearch form field.Only few
criteria. Since more than half of the queries of this type wereusers started their search employing the form field to type
started via the choice-button, we believe that this option isin a propertyvalue; their number was below 1% of all page
attractive. hits. However, those users that did this had very successful
Second, what could be a reason for the sub-optimality ofsearches (measured by the proportion reaching the goal, a
these searches, reflected by search refinements, long browsehool), and their searches were very efficient (measured by
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the number of steps required to reach the goal). This may The combination of WUM and conceptual hierarchies
be a consequence of fewer users having specific school(g)llows us to address a number of core issues in web usage
in mind when starting a search, but it may also be a consemining. Using conceptual hierarchies, we describe a visitor's
guence of a sub-optimally designed interface. activities in a form-based site as a sequence of query invoca-

In particular, the form field allows the specification of a tions, in which query refinements, re-formulations and new
(sub)string to be matched against school names. Howevegearches can be detected. These sequences are combined by
this default setting is termed “Searebstring> in Name”,  WUM to form navigation patterns that satisfy the statistical
as can be seen in Fig. 6. It is possible that the word “Name’constraints specified by the analyst. WUM offers a user-
is misunderstood and should be changed to “School name’friendly mining language, in which sophisticated constraints

The reluctance with which users type a value in the avail-can be expressed, going far beyond the conventional notion
able form field for property specification can explain the ab-of support threshold. Moreover, WUM discovers navigation
sence of city specifications that could constrain searches fgpatterns rather than individual sequences, and its graphical
lists of schools. Form fields that must be explicitly selecteduser interface permits the detailed inspection of these pat-
and require typing seem to be less popular. If this is so, theerns to identify interesting sub-patterns, which are worth
interface may need to be enriched with more clickable op-further investigation. This investigation is again performed
tions, e.g., by having an explicit button “city” or by making by WUM, due to the larger palette of constraints supported
cities clickable on the map. by the mining language.

We have tested WUM on a real web site, SchulWeb, with

i the goal of assessing and improving the site’s conformance
Shortcuts in a meta data serveAs we have seen, there are 4 jis ysers’ intentions and expectations. The first results of
d|ff_erent ways of accessmg' information on a school from g, experiments show the appropriateness of WUM for this
a list of schools: the school's home page may be accessegha|lenging task. We have gained insights regarding how
directly, or a SchulWeb description of the school may bene sjte is perceived and used by its visitors, and we have
accessed. From the latter, there is another link to the schoQjptained concrete indicators on how the site’s interface can
itself. Inspection of patternS, D1 andl, I1 shows that these g improved.
three ways of obtaining informatic_m were all interesting to f course, the interpretations presented in this paper are,
users: 15.94% of sequences starting at the home page evegchnically speaking, only causal hypotheses: they have been
tually reach the description of a school, and 24.54% evenygrived from the analysis of field data, which are moreover
tually reach a school itself. However, of the latter, only mere observation data. The power of web usage mining is
a fraction traverse SchulWeb’s description of the schoolnat |ike other exploratory studies, it can lead to new and
i.e., use SchuIWebs service of displaying meta data on th%nexpected hypotheses and “provide a window on phenom-
school. The proportions were 39.91% (patt¢Jn29.06%  gng that are difficult to examine experimentally” [Ben94], p.
(11), 32.56% (2), and 31.34%R)|). This result supports the 112 | 5 Jarger research context, this method can be com-
dual access to information provided by SchulWeb: the conyplemented, and the causal hypotheses tested independently,
cise, ‘meta data server-type’ description on the one handyy interview, quasi-experimental, and experimental methods.
and the direct access to the school on the other hand. This will be the subject of further research.

The reader may have noticed that while the pre-analysis
phase contains well-defined steps, the analysis and evalua-
tion of the results are more ad hoc, relying heavily on the
In this study, we have proposed a comprehensive and effe@nalyst’s background knowledge and intuition. There are no
tive environment for web usage analysis in web sites offeringgenerally applicable rules on how data mining should be
query-based access to underlying information systems. Sucperformed. In web usage mining, we deal with this fact by
sites are composed of dynamically generated pages linkingffering a mining language by which the analyst has many
data from one or more data sources. Their effectiveness indegrees of freedom in expressing her knowledge to guide the
meeting their visitors’ needs lies in the conformance of theminer. For the concrete problem of measuring and improving
guery capabilities they provide to the intuition of their visi- the success of a commercial web site, we are currently de-
tors. For web usage mining, the challenge lies in discoveringsigning a step-by-step analysis method, first results of which
navigation patterns that help in assessing aniinproving  are presented in [SFW99].
this effectiveness. Further future work includes the extension of the data

We have described the WUM environment, which con- preparation methods. For example, by exploiting the load
tains methods for the preparation of web usage data andharacteristics of the site, we will be able to derive more fine-
for the discovery of navigation patterns according to so-tuned temporal limits for the construction of sessions. More-
phisticated statistical and structural constraints. To meet thever, we are interested in the incorporation of a mechanism
challenge posed by the dynamic nature of query-based wefor the construction of conceptual hierarchies as part of the
sites operating on information systems, we have proposedata preparation mechanism of WUM. Moreover, we want
the construction of conceptual hierarchies. Since our goato combine the advances of Human-Computer-Interaction on
is the investigation of navigation behaviour rather than thethe subject of interface design with the mining capabilities
discovery of relevant data objects, those conceptual hieraref WUM, in order to better assist in the formulation of hy-
chies describe the query capabilities of the site at differenpotheses about web usage patterns and in the interpretation
levels of abstraction, rather than the data of the underlyingf the discovered results.
sources.

6 Conclusions
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A The core of WUM for pattern discovery

Our g-seqience discoveryminer WUMysegm operates on

the Aggregated Log tree described in Sect. 4.1. The input
to WUMysegm is a template and a possibly empty list of
predicates restricting the statistics and contents of the named
variables int. Its goal is the discovery of patterns satisfying
the query. We distinguish three types of predicates, which
we exploit to optimise execution:

“Type-A predicates” restrict the permissible page occur-
rences, to which a page can be bound. They correspond
to selection operations in conventional database queries.
“Type B predicates” restrict the length of a path connect-
ing two variables in the template.

“Type C predicates” specify boundaries for the statistics
of the group of sequences matching a g-sequence. They
can only be evaluated after the construction of the group
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Input: Template< v1, %, vy, ..., v, > and predicates of type A, B, C
Output: A set of navigation patterns.

1. Generate the set @fll_gSequences by traversing the Aggregated Log:
a) For each order-preserving sequence of nodesny, *,...,%,n, > in a branch produce the g-sequende=< di,*,...,*,d; >, where
d; = (n;.page, n;.occurrence).
b) if d is already inAll_gSequences, then skip it.
c) elseifforall: =1,... k:

i. The web page referred to in; satisfies the type A predicates for variakle
ii. The position ofn; in the sequence is allowed by the template.
iii. The occurrence number in; is permitted forv;.
then add d to All_gSequences.
2. Construct the navigation pattern for each g-sequedae All_gSequences:
a) Compared with the g-(sub)sequences already in theTestted_gSequences and test if it can be rejected without building the navigation pattern.
b) If d is not rejected, construct the navigation pattern for it:

i. Find all branches of the Aggregated Log that conformito

ii. Merge at each element af.

iii. Compute the supports of the nodes produced by merging.

iv. Test the C predicates against the navigation pattern.

v. If d is rejected
— then store the smallest prefix that caused the rejection in th@asstied_gSequences, marking it asR(ejected).
— elsestored in Tested_gSequences, marking it asS(uccessful).

c) If d is not rejectedthen output its navigation pattern.

Fig. 10. The WUMysegm algorithm

of sequences and thus they contribute less to a priori The complexity of WUMjsegm is discussed in
reduction of the search space. [Spi99]. Indexing techniques to further enhance performance
A simplified version of our mining algorithm in pseu- are planned as futyre work. However, the reIa’giverIovy com-
docode is shown in Fig. 10. This algorithm is explained in plexity of conventlonal miners cannot be achieved tr|V|a!Iy,
C because WUM retains information about complete naviga-

[SFW99]: A fa_ster but more resource consuming Va”at'ontion patterns. Since the parts of a navigation pattern that ap-
appears in [Spi99]. Type A predicates are exploited to early ear between two consecutive g-sequence elements need not

reject page occurrences that cannot be bound to the templa, %tisfy the statistical constraints posed upon the elements, it

ZZQZEL?iSé'nTgFS-Eezﬁgr?égi &iﬂggg:;t_e(saﬂg Eesjeegtdbti:cr;% ;h% impossible to build navigation patterns incrementally. We
and (b) establish a list of rejected partial bindings, which isConSIder this aspect of WUM's functionality indispensable;

) A . . the complete navigation patterns are precious to the analyst
used to reject_fqrther bindings W't.hOUt testing. The COIe- 5t a web site. The human effort needed to reconstruct them
sponding heuristics are presented in [SFW99].

in conventional sequence mining is considerable, and poten-
tially much more expensive than the resource requirements
of WUM.



