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Chapter 5: Link Analysis for Authority Scoring

5.1 PageRank (S. Brin and L. Page 1997/1998)
5.2 HITS (J. Kleinberg 1997/1999)
5.3 Comparison and Extensions
5.4 Topic-specific and Personalized PageRank
5.5 Efficiency Issues
5.6 Online Page Importance
5.7 Spam-Resilient Authority Scoring
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5.3 Comparison and Extensions
Literature contains plethora of variations on Page-Rank and HITS

Key points are:
• mutual reinforcement between hubs and authorities
• re-scale edge weights (normalization)  

Unified notation (for link graph with n nodes):
L  - n×n link matrix, Lij = 1 if there is an edge (i,j), 0 else
din - n×1 vector with dini = indegree(i),    Dinn×n = diag(din)
dout - n×1 vector with douti = outdegree(i),    Doutn×n = diag(dout)
x - n×1 authority vector
y - n×1 hub vector
Iop - operation applied to incoming links
Oop - operation applied to outgoing links
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HITS and PageRank in Unified Framework

HITS: x = Iop(y), y=Oop(x) with Iop(y) = LTy , Oop(x) = Lx 

PageRank: x = Iop(x) with Iop(x) = PT x with PT = LT Dout-1

or PT = αLT Dout-1  + (1-α) (1/n) e eT

SALSA (PageRank-style computation with mutual reinforcement): 
x = Iop(y) with Iop(y) = PT y with PT = LT Dout-1

y = Oop(x) with Oop(x) = Q x with Q = L Din-1

and other models of link analysis can be cast into this framework, too
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A Familiy of Link Analysis Methods
General scheme: Iop(⋅) = Din-p LT Dout-q (⋅)  and Oop(⋅) = IopT (⋅) 

Specific instanceOut-link normalized Rank (Onorm-Rank):
Iop(⋅) = LT Dout-1/2 (⋅) , Oop(⋅) = Dout-1/2 L (⋅)
applied to x and y: x = Iop(y), y = Oop(x) 

In-link normalized Rank (Inorm-Rank):
Iop(⋅) = Din-1/2 LT (⋅) , Oop(⋅) = L Din-1/2 (⋅)

Symmetric normalized Rank (Snorm-Rank):
Iop(⋅) = Din-1/2 LT Dout-1/2 (⋅) , Oop(⋅) = Dout-1/2 L Din-1/2 (⋅)

Some properties of Snorm-Rank:
x = Iop(y) = Iop(Oop(x)) → λx = A(S) x 

with A(S)= Din-1/2 LT Dout-1 L Din-1/2

→ Solution:   λ = 1, x = din1/2

and analogously for hub scores: λy = H(S) y → λ=1, y = dout1/2
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Experimental Results
Construct neighborhood graph from result of query "star"
Compare authority-scoring ranks

HITS OnormRank PageRank
1 www.starwars.com www.starwars.com www.starwars.com
2 www.lucasarts.com www.lucasarts.com www.lucasarts.com
3 www.jediknight.net www.jediknight.net www.paramount.com
4 www.sirstevesguide.com www.paramount.com www.4starads.com/romance
5 www.paramount.com www.sirstevesguide.com www.starpages.net
6 www.surfthe.net/swma/ www.surfthe.net/swma/ www.dailystarnews.com
7 insurrection.startrek.com insurrection.startrek.com www.state.mn.us
8 www.startrek.com www.fanfix.com www.star-telegram.com
9 www.fanfix.com shop.starwars.com www.starbulletin.com
10 www.physics.usyd.edu.au/  www.physics.usyd.edu.au/ www.kansascity.com

.../starwars .../starwars
...
19 www.jediknight.net
21 insurrection.startrek.com
23 www.surfthe.net/swma

Bottom line:
Differences between all kinds of authority
ranking methods are fairly minor !
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More LAR (Link Analysis Ranking) Methods
HubAveraging (similar to ONorm for hubs):
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have a path to q by alternating
o OUT and i IN steps with j=o+i
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LAR as Bayesian Learning

Postulate prob. model for p →→→→ q:
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LAR Quality Measures: Score Distances

Consider two n-dimensional authority score vectors a and b

d1 distance: ∑ =≥ −=
ni ii babad

..11,1 ||min),( βαβα

with scaling weightsα, β to compensate normalization distortions

could alternatively use Lq norm rather than L1
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LAR Quality Measures: Rank Distances
Consider top-k of two rankingsτ1 and τ2 or full permutations of 1..n

• overlap similarity OSim(τ1,τ2) = | top(k,τ1) ∩ top(k,τ2) | / k

• Kendall'sττττ measure KDist(τ1,τ2) = 
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with U = top(k,τ1) ∪ top(k,τ2) (with missing items set to rank k+1)

• footrule distance Fdist(τ1,τ2) = ∑
∈
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(normalized) Fdist is upper bound for KDist
and Fdist/2 is lower bound

with ties in one ranking and order in the other, count p with 0≤p≤1
→ p=0: weak KDist, → p=1: strict KDist
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LAR Similarity

Two LAR algorithms A and B aresimilar on the classGGGG of graphs

with n nodesunder authority distance measure dif
for n→∞:   max {d(A(G),B(G)) | G ∈∈∈∈ GGGG}  =  o(Mn(d,Lq))

where Mn(d,Lq) is the maximum distance under d 

for any two n-dimensional vectors x and y that have Lq norm 1

(which isΘ(n1-1/q) for d1 distance and Lq norm)

Two LAR algorithms A and B areweakly (strictly) rank-similar on
the classGGGG of graphs with n nodes underweak (strict) rank distance r

if for n→∞:   max {r(A(G),B(G)) | G ∈∈∈∈ GGGG}  =  o(1)

Theorems: 
SALSA and Indegree are similar and strictly rank-similar.
No other LAR algorithms are known to be similar or weakly rank-similar.
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LAR Stability

LAR algorithm A isstableon the classG of graphs
with n nodes under authority distance measure d if for every k > 0
for n→∞:   max {d(A(G),A(G‘)) | G∈∈∈∈G,  G,  G,  G,  G‘∈∈∈∈Ck(G)} =  o(Mn(d,Lq))

For graphs G=(V,E) and G‘=(V,E‘) thelink distance dlink is:
dlink (G,G‘) = |(E ∪∪∪∪E‘) - (E∩∩∩∩E‘)|

For graph G ∈G, we define Ck(G) = {G‘∈G | dlink(G,G‘) ≤ k}

LAR algorithm A isweakly (strictly) rank-stable on the classG of 
graphs with n nodes under weak (strict) rank distance r if for every k > 0
for n→∞:   max {r(A(G),A(G‘)) | G ∈∈∈∈G,  G,  G,  G,  G‘∈∈∈∈Ck(G)} =  o(1)

Theorems: 
Indegree is stable. 
No other LAR algorithm is known to be stable or weakly rank-stable
(but some are under modified stability definitions). 
PageRank is stable with high probability for power-law graphs.
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LAR Experimental Comparison: Queries

Source: Borodin et al., 
ACM TOIT 2005

Experimental setup:
• 34 queries
• rootsets of 200 pages each

obtained from Google
• basesets computed

using Google with first
50 predecessors per page
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LAR Experimental Comparison: Precision@10

Source: Borodin et al., 
ACM TOIT 2005
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LAR Experimental Comparison: Key Authorities

Is there
a winner
at all?

Source: Borodin et al., 
ACM TOIT 2005
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LAR Results for Query „Classical Guitar“ (1)

Source: Borodin et al., ACM TOIT 2005
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LAR Results for Query „Classical Guitar“ (2)

Source: Borodin et al., ACM TOIT 2005
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LAR Results for Query „Classical Guitar“ (3)

Source: Borodin et al., ACM TOIT 2005
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5.4 Topic-specific PageRank[Haveliwala 2003]

Given: a (small) set of topics ck, each with a set Tk of authorities
(taken from a directory such as ODP (www.dmoz.org) 
or bookmark collection)

Key idea :
change the PageRank random walk bybiasing the
random-jump probabilities to the topic authorities Tk:

kkk rApr
���

')1( εε −+= with A' ij = 1/outdegree(j) for (j,i)∈E, 0 else

with (pk)j = 1/|Tk| for j∈Tk, 0 else (instead of pj = 1/n) 

Approach:
1) Precompute topic-specific Page-Rank vectors rk

2) Classify user query q (incl. query context) w.r.t. each topic ck

→ probability wk := P[ck | q]
3) Total authority score of doc d is∑

k
kk drw )(
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Experimental Evaluation: Setup 
Setup: based on Stanford WebBase (120 Mio. pages, Jan. 2001)

contains ca. 300 000 out of 3 Mio. ODP pages
considered 16 top-level ODP topics
link graph with 80 Mio. nodes of size 4 GB
on 1.5 GHz dual Athlon with 2.5 GB memory and 500 GB RAID
25 iterations for all 16+1 PR vectors took 20 hours
random-jump prob. ε set to 0.25 (could be topic-specific, too ?)
35 test queries: classical guitar, lyme disease, sushi, etc.

Quality measures: consider top k of two rankingsτ1 and τ2 (k=20)

• overlap similarity OSim(τ1,τ2) = | top(k,τ1) ∩ top(k,τ2) | / k

• Kendall'sττττ measure KSim(τ1,τ2) = 
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with U = top(k,τ1) ∪ top(k,τ2)
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Experimental Evaluation Results (1)
• Ranking similarities between most similar PR vectors:

(Games, Sports) 0.18 0.13
(No Bias, Regional) 0.18 0.12
(Kids&Teens, Society) 0.18 0.11
(Health, Home) 0.17 0.12
(Health, Kids&Teens) 0.17 0.11

OSim KSim

• User-assessed precision at top 10 (# relevant docs / 10) with 5 users:

No Bias   Topic-sensitive
alcoholism 0.12 0.7
bicycling 0.36 0.78
death valley 0.28 0.5
HIV 0.58 0.41
Shakespeare 0.29 0.33

micro average 0.276 0.512
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Experimental Evaluation Results (2)

• Top 5 for query context "blues" (user picks entire page) 
(classified into arts with 0.52, shopping 0.12, news 0.08)

No Bias Arts Health
1 news.tucows.com www.britannia.com www.baltimorepsych.com
2 www.emusic.com www.bandhunt.com www.ncpamd.com/seasonal
3 www.johnholleman.com www.artistinformation.com www.ncpamd.com/Women's_M
4 www.majorleaguebaseball www.billboard.com www.wingofmadness.com
5 www.mp3.com www.soul-patrol.com www.countrynurse.com

• Top 3 for query "bicycling" 
(classified into sports with 0.52, regional 0.13, health 0.07)

No Bias Recreation Sports

1 www.RailRiders.com www.gorp.com www.multisports.com
2 www.waypoint.org www.GrownupCamps.com www.BikeRacing.com
3 www.gorp.com www.outdoor-pursuits.com www.CycleCanada.com
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Personalized PageRank

Theorem:
Let u1 and u2 be personal preference vectors for random-jump targets,
and let r1 and r2 denote the corresponding PPR vectors.
Then for all α1, α2 ≥ 0 with α1 + α2 = 1 the following holds: 
α1 r1 + α2 r2 = (1-ε) A‘ (α1 r1 + α2 r2) + ε (α1 u1 + α2 u2) 

Corollary:
For preference vector u with m non-zero components
and base vectors ep with (ep)i =1 for i=p, 0 for i≠p, the following holds:

with constantsα1 ... αm 

and                                    for PPR vector r

m

p p
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Goal:Efficient computation and efficient storage of user-specific
personalized PageRank vectors (PPR)
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Exploiting Click Streams 
Simple idea: Modify HITS or Page-Rank algorithm by weighting edges

with the relative frequency of users clicking on a link 
(as observed by DirectHit, Alexa, etc.)

More sophisticated approach (Chen et al.:2002):
Consider link graph A and 
link-visit matrix V (Vij=1 if user i visits page j, 0 else)
Define

authority score vector:   a = βATh + (1-β)VTu
hub score vector:            h = βAa + (1-β)VTu
user importance vector:  u = (1-β)V(a+h)

with a tunable parameterβ (β=1: HITS, β=0: DirectHit)

claims to achieve higher precision than HITS, according to experimental
results (withβ=0.6) for some Webqueries such as „daily news“:

HITS top results:     pricegrabber, gamespy, fileplanet, sportplanet, etc.
Chen et al. method: news.com, bbc, cnn, google, lycos, etc.
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Link Analysis based on Implicit Links (1)

Apply simple data mining to browsing sessions of many users,
where each session i is a sequence (pi1, pi2, ...) of visited pages:

consider all pairs (pij, pij+1) of successively visited pages,
compute their total frequency f, and
selected those with f above some min-support threshold

Construct implicit-link graph with the selected page pairs as edges
and their normalized total frequencies f as edge weights.

Apply edge-weighted Page-Rank for authority scoring,
and linear combination of relevance and authority for overall scoring.
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Link Analysis based on Implicit Links (2)
Experimental results (Xue et al.:2003):

performed on 4-month server-side (UC Berkeley) click-stream log 
with some „data cleaning“:

300 000 sessions of 60 000 users visiting 170 000 pages
with 200 000 explicit links

2-item frequent itemset mining yields
336 812 implicit links (incl. 22 122 explicit links)

Results for query „vision“:

implicit PR explicit PR weighted HITS DirectHit
1 vision group some paper Forsyth‘s book workshop on vision
2 Forsysth‘s book vision group vision group some student‘s resume
3 book 3rd edition student resume book 3rd edition special course
4 workshop on vision some talk slides Leung‘s publ.        Forsyth‘s book
... not clear to me

if any method is really better
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from PageRank: uniformly random choice of links + random jumps
to QRank: + query-doc transitions+ query-query transitions

+ doc-doc transitionson implicit links (w/ thesaurus)
with probabilities estimated from log statistics

a ba

xyz

PR( q ) j( q ) ( 1 )ε εε εε εε ε= ⋅ + − ⋅= ⋅ + − ⋅= ⋅ + − ⋅= ⋅ + − ⋅

p IN ( q )
PR( p ) t( p,q )
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Exploiting Query Logs and Click Streams

A.M.

A.M.

UdS UdS
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Setup:
70 000 Wikipedia docs, 18 volunteers posing Trivial-Pursuit queries
ca. 500 queries, ca. 300 refinements, ca. 1000 positive clicks
ca. 15 000 implicit links based on doc-doc similarity

Results(assessment by blind-test users):
• QRank top-10 result preferred over PageRank in 81% of all cases
• QRank has 50.3% precision@10, PageRank has 33.9%

Untrained example query „philosophy“:

PageRank QRank
1.  Philosophy Philosophy
2.  GNU free doc. license GNU free doc. license
3.  Free software foundation Early modern philosophy
4.  Richard Stallman Mysticism
5.  Debian Aristotle

Preliminary Experiments
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5.5 Efficiency of PageRank Computation (1) 
Speeding up convergence of the Page-Rank iterations

Aitken ∆∆∆∆2 extrapolation:
assume x(k-2) ≈ u1 + α2 u2 (disregarding all "lesser" EVs)
→ x(k-1) ≈ u1 + α2 λ2 u2 and  x(k) ≈ u1 + α2 λ2

2 u2 

→ after step k: solve for u1 and u2 and rewrite x(k) in terms of 
∆k(u1 ) =  x(k) - x(k-1) and ∆k

2(u1 ) = ∆k(u1 ) - ∆k-1(u1 )
→ x(k)* := x(k) - ∆k(u1 )2 / ∆k

2(u1 )  which converges faster than x(k)

SolveEigenvector equationλλλλx = Ax
(with dominant Eigenvalueλ1=1 for ergodic Markov chain)
by power iteration: x(i+1) = Ax(i) until ||x(i+1) - x(i)||1 is small enough

Write start vector x(0) in terms of Eigenvectors u1, ..., um:
x(0) = u1 + α2 u2 + ... + αm um
x(1) = Ax(0) = u1 + α2 λ2 u2 + ... + αm λm um with λ1 - |λ2| = ε (jump prob.)
x(n) = Anx(0) = u1 + α2 λ2

n u2 + ... + αm λm
n um

can be extended to quadratic extrapolation using first 3 EVs
speeds up convergence by factor of 0.3 to 3
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Efficiency of PageRank Computation (2) 
Exploit block structure of the link graph:
1) partitition link graph by domain names
2) compute local PR vector of pages within

each block → LPR(i) for page i
3) compute block rank of each block:

a) block link graph B with
b) run PR computation on B,

yielding BR(I) for block I
4) Approximate global PR vector using LPR and BR:

a) set xj(0) := LPR(j) ⋅ BR(J) where J is the block that contains j
b) run PR computation on A

Much adoo about nothing ?
Couldn't we simply initialize the PR vector with indegrees?

speeds up convergence by factor of 2 in good "block cases"
unclear how effective it would be on Geocities, AOL, T-Online, etc.

∑
∈∈

⋅=
JjIi

ijIJ iLPRAB
,
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Efficiency of Storing PageRank Vectors 

Memory-efficient encoding of PR vectors
(important for large number of topic-specific vectors)

16 topics * 120 Mio. pages * 4 Bytes would cost 7.3 GB

Key idea:
• map real PR scores to n cells and encode cell no into ceil(log2 n) bits
• approx. PR score of page i is the mean score of the cell that contains i
• should use non-uniform partitioning of score values to form cells

Possible encoding schemes:
• Equi-depth partitioning: choose cell boundaries such that

is the same for each cell

• Equi-width partitioning with log values: first transform all
PR values into log PR, then choose equi-width boundaries

• Cell no. could be variable-length encoded (e.g., using Huffman code)

∑
∈∈∈∈ jcelli

iPR )(
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5.6 Online Page Importance

Goals: 
• Compute Page-Rank-style authority measure online 
without having to store the complete link graph

• Recompute authority incrementally as the graph changes

Key idea: 
• Each page holds some „cash“ that reflects its importance
• When a page is visited, it distributes its cash among its successors
• When a page is not visited, it can still accumulate cash
• This random process has a stationary limit

that captures importance of pages
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OPIC Algorithm
(Online Page Importance Computation) 

Maintain for each page i (out of n pages):
C[i] – cash that page i currently has and distributes
H[i] – history of how much cash page has ever had in total

plus global counter
G – total amount of cash that has ever been distributed

for each i do { C[i] := 1/n; H[i] := 0 }; G := 0;
do forever {

choose page i (e.g., randomly);
H[i] := H[i] + C[i];
for each successor j of i do C[j] := C[j] + C[i] / outdegree(i);
G := G + C[i]; 
C[i] := 0;

};

Note: 1) every page needs to be visited infinitely often (fairness)
2) the link graph L‘ is assumed to be strongly connected



IRDM  WS 2005 5-33

OPIC Importance Measure

At each step t an estimate of the importance of page i is:
( Ht[i] + Ct[i] ) / (Gt + 1)    (or alternatively:  Ht[i] / Gt )

Theorem:
Let Xt = Ht / Gt denote the vector of cash fractions
accumulated by pages until step t.
The limit X = lim t→∞ Xt exists with |X|1 = Σi X[i] = 1.

with crawl strategies such as:
• random
• greedy: read page i with highest cash C[i]
(fair because non-visited pages accumulate cash until eventually read)

• cyclic (round-robin)
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Adaptive OPIC for Evolving Link Graph

Consider „time“ window [now-T, now] where time is the value of G

For fixed window size T maintain for every page i:
Ct[i] and Gt for each time t that i was visited within the window

Estimated importance of page i is:  Xnow[i] = ( Hnow[i] – Hnow-T[i] ) / T

For variable window size k maintain for every page i:
Ct[i] and Gt for each time t of the last k visits of i

For two-point estimate (e.g., previous and current crawl):
• maintain two history vectors H[1..n] and G[1..n]
for accumulated cash H[i] in current crawl
and time G[i] of previous crawl

• set  ≥≥≥≥−−−−
−−−−

⋅⋅⋅⋅

<<<<−−−−++++
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Implementation and Experiments

essentially a crawler distributed across 4 PCs 
with hash-based partitioning of URLs
uses Greedy-style crawl strategy and two-point interpolation

can track „accumulated cash“ of href targets without visiting them !

Web crawl visited 400 Mio. pages and 
computed importance of 1 Bio. pages
over several months.
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Web Dynamics

Source: A. Ntoulas, J. Cho, C. Olston: WWW 2004

each week 8% new Web pages
(additional or replacing old ones) 
and 25% new links are created,
and 5% of existing pages are updated

• large-scale study by [D. Fetterly et al.: WWW 2003]:
weekly crawl of 150 Mio. pages over 11-week time period
efficiently detecting significant changes (with high prob.) 
based on fingerprints of 5-word shingles

• sampling-based study by [A. Ntoulas et al.: WWW 2004]:
weekly crawl of 154 sites over 1-year time period
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Time-aware Link Analysis
Motivation: 
What‘s important and new on the Web?
(or was important as of ..., or is gaining importance ...)

Main technique: 
use time information to bias transition and jump prob‘s in PR
TR( q ) j( q ) (1 )ε ε= ⋅ + − ⋅

p IN( q )
TR( p ) t( p,q )

∈
⋅∑

with j and t dependent on freshness and activity of nodes and edges:
α β γ υ υ= ⋅ + ⋅ + ⋅ ∈( , ) ( ) ( , ) { ( , ) | ( )}t x y f y f x y avg f y IN y

Some experimental results:
• on 200 000 Web pages about Olympic Games,
crawled 9 times between July 26 and Sept 1, 2004

• blind-user preference tests for 10 queries, 
e.g.: „summer olympics“, „olympic torch relay“, „Ian Thorpe“

• TR ranking mostly preferred over PR ranking
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5.7 Spam: Not Just for E-mail Anymore
Distortion of search results by „spam farms“ 
(aka. search engine optimization)

page to be
„promoted“

boosting
pages
(spam farm)

Susceptibility to manipulation and lack of trust model
is a major problem:
• 2004 DarkBlue SEO Challenge: „nigritude ultramarine“
extremely „successful“

• Pessimists estimate 75 Mio. out of 150 Mio. Web hosts are spam
• Recent example: Ληstές

http://www.google.gr /search?hl=el&q=%CE%BB%CE%B7%CF%83%CF%84%CE%AD%CF

unclear borderline between spam and community opinions
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Web Spam Generation
Content spam:
• repeat words (boost tf)
• weave words/phrases into copied text
• manipulate anchor texts
Link spam:
• copy links from Web dir. and distort
• create honeypot page and sneak in links
• infiltrate Web directory
• purchase expired domains
• generate posts to Blogs, message boards, etc.
• build & run spam farm (collusion) + form alliances

Hide/cloak the manipulation:
• masquerade href anchors
• use tiny anchor images with background color
• generate different dynamic pages to browsers and crawlers

Example:
Remember not only online learning
to say the right doctoral degree thing
in the right place, but far cheap
tuition more difficult still, to leave
career unsaid the wrong thing
at university the tempting moment.

Example:
read about my <a
href=„myonlinecasino.com“> 
trip to Las Vegas </a>.
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Spam Farms and their Effect

page p0 to be
„promoted“

boosting
pages
(spam farm)
p1, ..., pk

Web transfers to p0 the „hijacked“ score mass („leakage“)
λλλλ = ΣΣΣΣq∈∈∈∈IN(p0)-{p1..pk} PR(q)/outdegree(q) 

Typical structure:

Theorem:
p0 obtains the following PR authority:

The above spam farm is optimal within some family of spam farms
(e.g. letting hijacked links point to boosting pages).

„hijacked“ links
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Spam Countermeasures

• compute negative propagation of blacklisted pages (BadRank)

• compute positive propagation of trusted pages (TrustRank)

• detect spam pages based on statistical anomalies

• inspect PR distribution in graph neighborhood (SpamRank)

• learn spam vs. ham based on page and page-context features

• spam mass estimation (fraction of PR that is undeserved)

• probabilistic models for link-based authority

(overcome the discontinuity from 0 outlinks to 1 outlink)
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BadRank and TrustRank
BadRank:
start with explicit set B of blacklisted pages
define random-jump vector r by setting ri=1/|B| if i∈∈∈∈B and 0 else
propagate BadRank mass to predecessors

∑ ∈
−+=

)(
)(indegree/)()1()(

pOUTqp qqBRrpBR ββ

TrustRank:
start with explicit set T of trusted pages with trust values ti
define random-jump vector r by setting ri = ti /  if i ∈∈∈∈B and 0 else
propagate TrustRank mass to successors

∑ ∈
−+=

)(
)(outdegree/)()1()(

pINpq ppTRrqTR ττ

Problems:
maintenance of explicit lists is difficult
difficult to understand (& guarantee) effects
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Spam, Damn Spam, and Statistics
Spam detection based on statistical deviation:
• content spam: 
compare the word frequency distribution
to the general distribution in „good sites“

• link spam:
find outliers in outdegree and indegree distributions
and inspect intersection

Source: D. Fetterly, M. Manasse, M. Najork: WebDB 2004
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SpamRank[Benczur et al. 2005]

Key idea:
Inspect PR distribution among a suspected page‘s neighborhood
in a power-law graph
→ should also be power-law distributed, and deviation is suspicious

(e.g. pages that receive their PR from many low-PR pages)

3-phase computation:
1) for each page q and supporter p compute approximate PPR(q) 

with random-jump vector r p=1 and 0 otherwise
PPRp(q) is interpreted as support of p for q

2) for each page p compute a penalty based on PPR vectors
3) define one PPR vector with penalties as random-jump prob‘s

and compute SpamRank as „personalized“ BadRank

true authority = PageRank - SpamRank
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SpamRank Details (1)
Phase 1:
PPRp(q) with singleton random-jump vector equals prob. 
that a random tour starting at p visits q:

∑
→
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ttours
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p tPqPPR
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approximate PPRp(q) vectors by Monte Carlo simulation:
• generate tours of length 1, 2, etc.
• generate random tour starting at p, 
• count as „success“ with geometr. weight if q is end point

ratio of „success“ to „trials“ is unbiased estimator of PPRp(q) 
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SpamRank Details (2)
Phase 2:

a) compute „abnormality“ for page q:
support of p for q := PPRp(q) for all pages p
compute histogram of support(p)*PR(p) values
compare to histogram of Pareto-distributed values
ρρρρ(q) := correlation coefficient between histograms

b) compute „penalty“ for pages p:
penalty(p) := 0;
for each page q do

if ρρρρ(q) < ρρρρ0(q) then
penalty(p) := penalty(p) + (ρρρρ0(q) - ρρρρ(q))*support(p,q)

with „normally expected“ correlation ρρρρ0(q) close to 1
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SpamRank Experimental Results

Distribution of PageRank and SpamRank Mass
over Web-Page Categories (1000 pages sample)

Source: Benczur et al., AIRWeb Workshop 2005
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SpamMass Score [Gyöngyi et al. 2005]

PR contribution of page p to page q:

∑
→

−⋅=
qp

ttours

tlength
p tPptojumpPqPC

:
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Approach:
assume Web W is partitioned into good pages W+ and bad pages W−−−−

assume that„good core“ V + ⊂⊂⊂⊂ W+ is known
estimateSpamMassof page q:
and relative SpamMassof q: 

PR of page q:

compute by PPR
with jump to p only

∑=
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Learning SpamFeatures [Drost/Scheffer 2005]
Use classifier (e.g. Bayesian predictor, SVM) to predict
„spam vs. ham“ based on page and page-context features

Most discriminative features are:
tfidf weights of words in p0 and IN(p0)
avg, #inlinks of pages in IN(p0)
avg. #words in title of pages in OUT(p0)
#pages in IN(p0) that have same length as some other page in IN(p0)
avg. # inlinks and outlinks of pages in IN(p0)
avg. #outlinks of pages in IN(p0)
avg. #words in title of p0
total #outlinks of pages in OUT(p0)
total #inlinks of pages in IN(p0)
clustering coefficient of pages in IN(p0)  (#linked pairs / m(m-1) possible pairs)
total #words in titles of pages in OUT(p0)
total #outlinks of pages in OUT(p0)
avg. #characters of URLs in IN(p0)
#pages in IN(p0) and OUT(p0) with same MD5 hash signature as p0
#characters in domain name of p0
#pages in IN(p0) with same IP number as p0

But spammers may
learn to adjust to the
anti-spam measures.
It‘s an arms race!
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Ranking based on Historical Data
Google has filed US patent 20050071741
(see http://appft1.uspto.gov) forranking criteria:
• page inception date (e.g. domain registration or first crawl)
• change frequency and amount of page content change
• appearance and disappearance of links to a page
• change frequency of anchor texts
• freshness and churn of links and trust in links
• click-through rate of query-result pages (incl. purchased results)
• shift in keyword interpretation (e.g. 9-11)
• user behavior (e.g. via toolbar)
etc. etc.

many speculations about use of these criteria,
likely to be considered to combat spam (and for personalization?)
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Link Analysis Summary

• PageRank, HITS, etc. (LAR methods) are major achievements
for better Web search

• LAR build on well-founded theory, but full understanding
of sensitivity and special properties still missing

• Significance of LAR variants and details are debated
• Personalized Authority Scoring seems viable and promising
• Extensions for Web dynamics and other aspects are promising
• Link spam perceived as mega problem and 
addressed by statistical methods
(but may need deeper adversary theory) 

• LAR needs to be generalized to social networks and 
other reference graphs
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