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Chapter 8: Information Extraction (IE)

8.1 Motivation and Overview

8.2 Rule-based IE

8.3 Hidden Markov Models (HMMs) for IE

8.4 Linguistic IE

8.5 Entity Reconciliation

8.6 IE for Knowledge Acquisition
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8.1 Motivation and Overview
Goals:
• annotatetext documents or Web pages
(named entity recognition, html2xml, etc.)

• extract facts from text documents or Web pages
(relation learning)

• find facts on the Web (or in Wikipedia) 
to populatethesaurus/ontologyrelations

• information enrichment (e.g. for business analytics)

Technologies:
• NLP (PoS tagging, chunk parsing, etc.)
• Pattern matching & rule learning (regular expressions, FSAs)
• Statistical learning (HMMs, MRFs, etc.)
• Lexicon lookups (name dictionaries, geo gazetteers, etc.)
• Text mining in general
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<Zoom>

“ Semantic” Data Production
Most data is (exposed as) HTML (or PDF or RSS or ...) 
or comes from data sources with unknown schema

what about
„free-form“ data?
→→→→ HMMs, MRFs, ...

accessible by wrappers
(or, perhaps, Web Service)
→→→→ rules, FSAs (reg. expr.), ...
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“ Semantic” Data Production
Most data is (exposed as) HTML (or PDF or RSS or ...) 
or comes from data sources with unknown schema

<City>

<Country>

<State> <GeoCoord>

<River>

<Elevation>
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“ Semantic” Data Production
Most data is (exposed as) HTML (or PDF or RSS or ...) 
or comes from data sources with unknown schema

<Person>

<TimePeriod>
<Person>

<Publication>

<Painter>

<Scientist>

<Scientist>
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NLP-based IE from Web Pages

Leading open-source tool: GATE/ANNIE
http://www.gate.ac.uk/annie/
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Extracting Structured Records 
from Deep Web Source (1)
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Extracting Structured Records 
from Deep Web Source (2)

<div class="buying"><b class="sans">Mining the Web: Analysis of Hypertext and 
Semi Structured Data (The Morgan Kaufmann Series in Data Management Systems) 
(Hardcover)</b><br />by

<a href="/exec/obidos/search-handle-url/index=books&field-author-exact=Soumen%20Chak
5490548">Soumen Chakrabarti</a>

<div class="buying" id="priceBlock">
<style type="text/css">
td.productLabel { font-weight: bold; text-align: right; whit e-space: nowrap; vertical-align: to
table.product { border: 0px; padding: 0px; border-collapse: collapse; }

</style>
<table class="product">
<tr>
<td class="productLabel">List Price:</td>
<td>$62.95</td>

</tr>
<tr>
<td class="productLabel">Price:</td>
<td><b class="price">$62.95</b>

& this item ships for <b>FREE with Super Saver Shipping</b>. 

...
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<a name="productDetails" id="productDetails"></a>
<hr noshade="noshade" size="1" class="bucketDivider" />
<table cellpadding="0" cellspacing="0" border="0">
<tr>
<td class="bucket">

<b class="h1">Product Details</b><br />
<div class="content">

<ul>
<li><b>Hardcover:</b> 344 pages</li>
<li><b>Publisher:</b> Morgan Kaufmann; 1st edition (August 15, 2002)</li>
<li><b>Language:</b> English</li>
<li><b>ISBN:</b> 1558607544</li>
<li><b>Product Dimensions:</b> 10.0 x 6.8 x 1.1 inches</li>
<li><b>Shipping Weight:</b> 2.0 pounds. (<a href="http://www.amazon.com/gp/help/seller/s
shipping rates and policies</a>)</li>
<li><b>Average Customer Review:</b> <img src="http://g-images.amazon.com/images/G/01/
border="0" /> based on 8 reviews.
(<a href="http://www.amazon.com/gp/customer-reviews/write-a-review.html/102-8395894-54
<li>
<b>Amazon.com Sales Rank:</b>  #183,425 in Books (See <a href="/exec/obidos/tg/new-for-y

Extracting Structured Records 
from Deep Web Source (3)

extract record:

Title:  Mining the Web: Analysi
Author: Soumen Chakrabarti,
Hardcover: 344 pages,
Publisher: Morgan Kaufmann,
Language: English,
ISBN: 1558607544.
...
AverageCustomerReview: 4
NumberOfReviews: 8,
SalesRank: 183425
...
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IE Applications

• Business analytics on customer dossiers, financial reports, etc.
e.g.: How was company X (the market Y) performing in the last 5 years?

• Job brokering (applications/resumes, job offers)
e.g.: Ho well does the candidate match the desired profile?

• Market/customer, PR impact, and media coverage analyses
e.g.: How are our products perceived by teenagers (girls)?

How good (and positive?) is the press coverage of X vs. Y?
Who are the stakeholders in a public dispute on a planned airport?

• Knowledge management in consulting companies
e.g.: Do we have experience and competence on X, Y, and Z in Brazil?

• Comparison shopping & recommendation portals
e.g. consumer electronics, used cars, real estate, pharmacy, etc.

• Knowledge extraction from scientific literature
e.g.: Which anti-HIV drugs have been found ineffective in recent papers?

• General-purpose knowledge acquisition
Can we learn encyclopedic knowledge from text & Web corpora?

• Mining E-mail archives
e.g.: Who knew about the scandal on X before it became public?
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IE Viewpoints and Approaches

IE as learning (restricted) regular expressions
(wrapping pages with common structure from Deep-Web source)

IE as learning relations 
(rules for identifying instances of n-ary relations) 

IE as learning text/sequencesegmentation(HMMs etc.) 

IE as learningcontextual patterns(graph models etc.) 

IE as natural-languageanalysis (NLP methods)

IE as large-scaletext mining for knowledge acquisition
(combination of tools incl. Web queries) 

IE as learning fact boundaries
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IE Quality Assessment
fix IE task (e.g. extracting all book records

from a set of bookseller Web pages)
manually extract all correct records

now use standard IR measures:
• precision
• recall
• F1 measure

benchmark settings:
• MUC (Message Understanding Conference), no longer active
• ACE (Automatic Content Extraction), http://www.nist.gov/speech/tests/ace/

• TREC Enterprise Track, http://trec.nist.gov/tracks.html

• Enron e-mail mining, http://www.cs.cmu.edu/~enron
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Landscape of IE Tasks and Methods

next 6 slides are from:

William W. Cohen:
Information Extraction and Integration: an Overview, 
Tutorial Slides, 
http://www.cs.cmu.edu/~wcohen/ie-survey.ppt
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www.apple.com/retail

IE is different in different domains!

Example: on web there is less grammar, but more for matting & linking

The directory structure, link structure, 
formatting & layout of the Web is its own 
new grammar.

Apple to Open Its First Retail Store
in New York City

MACWORLD EXPO, NEW YORK--July 17, 2002--
Apple's first retail store in New York City will open in 
Manhattan's SoHo district on Thursday, July 18 at 
8:00 a.m. EDT. The SoHo store will be Apple's 
largest retail store to date and is a stunning example 
of Apple's commitment to offering customers the 
world's best computer shopping experience.

"Fourteen months after opening our first retail store, 
our 31 stores are attracting over 100,000 visitors 
each week," said Steve Jobs, Apple's CEO. "We 
hope our SoHo store will surprise and delight both 
Mac and PC users who want to see everything the 
Mac can do to enhance their digital lifestyles." 

www.apple.com/retail/soho

www.apple.com/retail/soho/theatre.html

Newswire Web
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Landscape of IE Tasks (1/4):
Degree of Formatting

Text paragraphs
without formatting

Grammatical sentences
and some formatting & links

Non-grammatical snippets,
rich formatting & links Tables

Astro Teller is the CEO and co-founder of 
BodyMedia. Astro holds a Ph.D. in Artificial 
Intelligence from Carnegie Mellon University, 
where he was inducted as a national Hertz fellow. 
His M.S. in symbolic and heuristic computation 
and B.S. in computer science are from Stanford 
University. His work in science, literature and 
business has appeared in international media from 
the New York Times to CNN to NPR.
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Landscape of IE Tasks (2/4):
Intended Breadth of Coverage

Web site specific Genre specific Wide, non-specific

Amazon.com Book Pages Resumes University Names

Formatting Layout Language
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Landscape of IE Tasks (3/4):
Complexity

Closed set

He was born in Alabama…

Regular set

Phone: (413) 545-1323

Complex pattern

University of Arkansas
P.O. Box 140
Hope, AR  71802

…was among the six houses 
sold by Hope Feldman that year.

Ambiguous patterns,
needing context and
many sources of evidence

The CALD main office can be 
reached at 412-268-1299

The big Wyoming sky…

U.S. states U.S. phone numbers

U.S. postal addresses

Person names

Headquarters:
1128 Main Street, 4th Floor
Cincinnati, Ohio 45210

Pawel Opalinski, Software
Engineer at WhizBang Labs.

E.g. word patterns:
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Landscape of IE Tasks (4/4):
Single Field vs. Record

Single entity

Person: Jack Welch

Binary relationship

Relation: Person-Title
Person: Jack Welch
Title: CEO

N-ary record

“Named entity” extraction

Jack Welch will retire as CEO of General Electric t omorrow.  The top role 
at the Connecticut company will be filled by Jeffre y Immelt.

Relation: Company-Location
Company: General Electric
Location: Connecticut

Relation: Succession
Company: General Electric
Title: CEO
Out: Jack Welsh
In: Jeffrey Immelt

Person: Jeffrey Immelt

Location: Connecticut

Relation extraction
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Landscape of IE Techniques (1/1): Models

Any of these models can be used to capture words, formatting or both.

Lexicons

Alabama
Alaska
…
Wisconsin
Wyoming

Abraham Lincoln was born in Kentucky.

member?

Classify Pre-segmented
Candidates

Abraham Lincolnwas born in Kentucky.

Classifier

which class?

Sliding Window

Abraham Lincoln was born in Kentucky.

Classifier

which class?

Try alternate
window sizes:

Boundary Models

Abraham Lincoln was born in Kentucky.

Classifier

which class?

BEGIN END BEGIN END

BEGIN

Context Free Grammars

Abraham Lincoln was born in Kentucky.

NNP V P NPVNNP

NP

PP

VP

VP

S

M
os

t l
ik

el
y 

pa
rs

e?

Finite State Machines

Abraham Lincoln was born in Kentucky.

Most likely state sequence?
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8.2 Rule-based Information Extraction
(Wrapper Induction)

Approach:
rule-driven regular expression matching: 
interpret docs from source (e.g. Web site to be wrapped) as 
regular language, and specify rules for matching specific types of facts

Goal: 
identify & extract unary, binary, and n-ary relations as facts
embedded in regularly structured text, 
to generate entries in a schematized database

• Hand-annotate characteristic sample(s) for pattern
• Infer rules/patterns (e.g. using W4F (Sahuguet et al.) on IMDB):

movie = html
(.head.title.txt, match/(.*?) [(]/             //title
.head.title.txt, match/.*?[(]([0-9]+)[)]/ //year
.body->td[i:0].a[*].txt //genre
where html.body->td[i].b[0].txt = „Genre“
and ...
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LR Rules and Their Generalization

Implemented in RAPIER (Califf/Mooney) and other systems

• Annotation of delimiters produces many small rules
• Generalize by combining rules (via inductive logic programming)
• Simplest rule type:  LR rule

L token (left neighbor)    fact token R token (right neighbor)
pre-filler pattern filler pattern post-filler pattern

Example:
<HTML> <TITLE> Some Country Codes </TITLE> <BODY>
<B> Congo </B> <I> 242 </I> <BR>
<B> Egypt </B> <I> 20 </I> <BR>
<B> France </B> <I> 30 </I> <BR>
</BODY> </HTML>

should produce binary relation with 3 tuples
{<Congo, 242>, <Egypt, 20>, <France, 30>}

Generalize rules by combinations (or even FOL formulas)
e.g. (L=<B> ∨ L=<td>) ∧ IsNumeric(token) ∧ … → Code 

Rules are:
L=<B>, R=</B> →→→→ Country
L=<I>, R=</I> →→→→ Code
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Advanced Rules: HLRT, OCLR, NHLRT, etc.

Limit application of LR rules to proper contexts
(e.g. to skip over Web page header
<HTML> <TITLE> <B> List of Countries </B> </TITLE> <BODY> <B> Congo ...)

• HLRT rules (head left token right tail):
apply LR rule only if inside H … T

• OCLR rules (open (left token right)* close):
O and C identify tuple, LR repeated for invidual elements

• NHLRT rules (nested HLRT):
apply rule at current nesting level, 
or open additional level, or return to higher level

Incorporate HTML-specific functions and predicates into rules:
inTitleTag(token), tableRowHeader(token), tableNextCol(token), etc.
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Learning Regular Expressions
input: hand-tagged examples of a regular language
learn:(restricted) regular expression for the language

or a finite-state transducer that reads sentences of the language
and outputs the tokens of interest

implemented in WHISK (Soderland 1999) and a few other systems

but: grammar inference for full-fledged regular languages is hard
→ focus on restricted fragments of the class of regular languages

Example:
This appartment has 3 bedrooms. <BR> The monthly rent is $ 995.
This appartment has 3 bedrooms. <BR> The monthly rent is $ 995.
The number of bedrooms is 2. <BR> The rent is $ 675 per month.

Learned pattern:*  Digit „<BR>“ *  „$“  Number *
Input sentence:There are 2 bedrooms. <BR> The price is $ 500 for one month.
Output tokens:Bedrooms: 1, Price: 500
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IE as Boundary Classification

Implemented in ELIE system (Finn/Kushmerick)

Key idea:
Learn classifiers (e.g. SVMs ) to recognize start token and end token
for the facts under consideration
Combine multiple classifiers (ensemble learning) for robustness

Examples:
There will be a talk by Alan Turing at the CS Department at 4 PM.

Prof. Dr. James D. Watson will speak on DNA at MPI on Thursday, Jan 12.

The lecture by Sir Francis Crick will be in the Institute of Informatics this week.

Classifiers test each token (with PoS tag, LR neighbor tokens, etc. 
as features) for two classes: begin-fact, end-fact

person

place

time
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Properties and Limitations of Rule-based IE

• Powerful for wrapping regularly structured Web pages

(typically from same Deep-Web site)

• Many complications on real-life HTML

(e.g. misuse of HTML tables for layout)

→ use classifiers to distinguish good vs. bad HTML

• Flat view of input limits sample annotation

→ annotate tree patterns (and use tree automata for inferences)
see e.g. Lixto (Gottlob et al.), Roadrunner (Crescenzi/Mecca)

• Regularities with exceptions difficult to capture

→ learn positive and negative cases (and use statistical models)
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RAPIER in More Detail 

slides on RAPIER are from:

Christopher Manning, Prabhakar Raghavan, Hinrich Schütze,
Text Information Retrieval, Mining, and Exploitation 
Course Material, Stanford University, Winter 2003
http://www.stanford.edu/class/cs276b/2003/syllabus.html
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Rapier [Califf & Mooney, AAAI-99]

• Rapier learns three regex-style patterns for each slot:
▲Pre-filler pattern    ▲ Filler pattern ▲ Post-filler pattern

• One of several recent trainable IE systems that 
incorporate linguistic constraints.  (See also:SIFT [Miller 
et al, MUC-7]; SRV [Freitag, AAAI-98]; Whisk [Soderland, 
MLJ-99].)

RAPIER rules for extracting “transaction price”

“…paid $11M for the company…”
“…sold to the bank for an undisclosed amount…”

“…paid Honeywell an undisclosed price…”
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Part-of-speech tags & Semantic classes

• Part of speech: syntactic role of a specific word
– noun (nn), proper noun (nnp), adjectve (jj), adverb (rb), 

determiner (dt), verb (vb), “.” (“.”), …

– NLP: Well-known algorithms for automatically assigning POS 
tags to English, French, Japanese, …  (>95% accuracy)

• Semantic Classes: Synonyms or other related 
words
– “Price” class: price, cost, amount, …

– “Month” class: January, February, March, …, December

– “US State” class: Alaska, Alabama,  …, Washington, Wyoming

– WordNet: large on-line thesaurus containing (among other 
things) semantic classes
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Rapier rule matching example

“…sold to the bank for an undisclosedamount…”
POS:        vb pr det nn pr det jj nn
SClass:                                                               price

“…paid Honeywell an undisclosed price…”
POS:        vb nnp det jj nnSClass:                                                       price
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Rapier Rules: Details

• Rapier rule :=
– pre-filler pattern
– filler pattern
– post-filler pattern

• pattern := subpattern +
• subpattern := constraint +
• constraint :=

– Word- exact word that must be present
– Tag- matched word must have given POS tag
– Class- semantic class of matched word
– Can specify disjunction with “{…}” 
– List length N- between 0 and N words satisfying other 

constraints
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Rapier’s Learning Algorithm
• Input : set of training examples (list of documents 

annotated with “extract thissubstring”)
• Output : set of rules

• Init: Rules = a rule that exactly matches each training 
example

• Repeat several times:
– Seed:  Select M examples randomly and generate the K

most-accurate maximally-general filler-only rules
(prefiller = postfiller = “true”).

– Grow:
Repeat For N = 1, 2, 3, …

Try to improve K best rules by adding N context words
of prefiller or postfiller context

– Keep:
Rules  =  Rules∪ the best of the K rules  – subsumed rules



IRDM  WS 2005 8-32

Learning example (one iteration)
2 examples:

‘… located in Atlanta, Georgia…”
‘… offices in Kansas City, Missouri…’

maximally specific rules
(high precision, low recall)

maximally general rules
(low precision, high recall)

appropriately general rule (high precision, high recall)

Init

S e e
d

Grow
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Sliding Windows

slides on Sliding-Windows IE are from:

William W. Cohen:
Information Extraction and Integration: an Overview, 
Tutorial Slides, 
http://www.cs.cmu.edu/~wcohen/ie-survey.ppt
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Extraction by Sliding Window

GRAND CHALLENGES FOR MACHINE LEARNING

Jaime Carbonell
School of Computer Science

Carnegie Mellon University

3:30 pm
7500 Wean Hall

Machine learning has evolved from obscurity 
in the 1970s into a vibrant and popular 
discipline in artificial intelligence 
during the 1980s and 1990s.   As a result 
of its success and growth, machine learning 
is evolving into a collection of related 
disciplines: inductive concept acquisition, 
analytic learning in problem solving (e.g. 
analogy, explanation-based learning), 
learning theory (e.g. PAC learning), 
genetic algorithms, connectionist learning, 
hybrid systems, and so on.

CMU UseNet Seminar Announcement

E.g.
Looking for
seminar
location
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A “Naïve Bayes” Sliding Window Model
[Freitag 1997]

00  :  pm  Place   :   Wean  Hall  Rm 5409  Speaker   :   Sebastian  Thrun
w t-m w t-1 w t w t+n w t+n+1 w t+n+m

prefix contents suffix

If P(“Wean Hall Rm 5409” = LOCATION)is above some threshold, extract it. 

… …

Estimate Pr(LOCATION|window) using Bayes rule

Try all “reasonable” windows (vary length, position)

Assume independence for length, prefix words, suffi x words, content words

Estimate from data quantities like: Pr(“Place” in pre fix|LOCATION)
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“Naïve Bayes” Sliding Window Results

GRAND CHALLENGES FOR MACHINE LEARNING

Jaime Carbonell
School of Computer Science
Carnegie Mellon University

3:30 pm
7500 Wean Hall

Machine learning has evolved from obscurity 
in the 1970s into a vibrant and popular 
discipline in artificial intelligence during 
the 1980s and 1990s.   As a result of its 
success and growth, machine learning is 
evolving into a collection of related 
disciplines: inductive concept acquisition, 
analytic learning in problem solving (e.g. 
analogy, explanation-based learning), 
learning theory (e.g. PAC learning), genetic 
algorithms, connectionist learning, hybrid 
systems, and so on.

Domain: CMU UseNet Seminar Announcements

Field F1 
Person Name: 30%
Location: 61%
Start Time: 98%
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SRV: a realistic sliding-window-classifier 
IE system

• What windows to consider?
– all windows containing as manytokens as the shortest 

example, but no more tokens than the longest example

• How to represent a classifier? It might:
– Restrict the length of window;

– Restrict the vocabulary or formatting used 
before/after/inside window;

– Restrict the relative order of tokens;

– Use inductive logic programming techniques to express 
all these…

<title>Course Information for CS 213</title>
<h1>CS 213 C++ Programming</h1>

[Freitag AAAI ‘98]
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SRV: a rule-learner for sliding-
window classification

• Primitive predicates used by SRV:

– token(X,W), allLowerCase(W), numerical(W),…

– nextToken(W,U), previousToken(W,V)

• HTML-specific predicates:

– inTitleTag(W), inH1Tag(W), inEmTag(W),…

– emphasized(W) = “inEmTag(W) or inBTag(W) or …”

– tableNextCol(W,U) = “U is some token in the column after 
the column W is in”

– tablePreviousCol(W,V), tableRowHeader(W,T),…
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SRV: a rule-learner for sliding-
window classification

• Non-primitive “conditions” used by SRV:
– every(+X, f, c) = {≀∇ ⊣�� W 〉\ X : f(W)=c

– some(+X, W, <f1,…,fk>, g, c)= ⌉§〉∫⊔∫ W: 

g(fk(…(f1(W)…))=c

– tokenLength(+X, relop,c):

– position(+W,direction,relop, c):

• e.g., tokenLength(X,>,4), position(W,fromEnd,<,2)

courseNumber(X) ¬տ
tokenLength(X,=,2), 
every(X, inTitle, false), 
some(X, A, <previousToken>, inTitle, true),
some(X, B, <>. tripleton, true)

Non-primitive 
conditions 
make greedy 
search easier

<title>Course Information for CS 213</title>
<h1>CS 213 C++ Programming</h1>
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Rapier – results vs. SRV
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BWI:  Learning to detect boundaries

• Another formulation: learn three
probabilistic classifiers:
– START(i)= Prob( position i starts a field)
– END(j) = Prob( position j ends a field)
– LEN(k)= Prob( an extracted field has length k)

• Then score a possible extraction (i,j) by
START(i) * END(j) * LEN(j-i)

• LEN(k) is estimated from a histogram

[Freitag & Kushmerick, AAAI 2000]
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BWI: Learning to detect boundaries

Field F1 
Person Name: 30%
Location: 61%
Start Time: 98%
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Problems with Sliding Windows 
and Boundary Finders

• Decisions in neighboring parts of the input are 
made independently from each other.

– Expensive for long entity names

– Sliding Window may predict a “seminar end time” 
before the “seminar start time”.

– It is possible for two overlappingwindows to both be 
above threshold.

– In a Boundary-Finding system, left boundaries are laid 
down independently from right boundaries, and their 
pairing happens as a separate step.
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Tree-based Pattern Matcher: Example W4F
(World Wide Web Wrapper Factory)

W4F (Sahuguet/Azavant 1999):
converts HTML to XML based on DOM Trees
based on hand-crafted rules
(+ GUI to simplify rule specification)

Following slides are from:

Arnaud Sahuguet, Fabien Azavant: 
Looking at the Web through <XML> Glasses,
Talk at CoopIS 1999, 
http://db.cis.upenn.edu/research/w4f.html
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Put the glasses on
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HTML Extraction Language (HEL)

• Tree-based data-model
– an HTML page is seen as a labeled tree (DOMDocument Object Model)

• Tree navigation via path-expressions (with conditions)
– extraction rules are described as paths along the tree
– path expressions always return text values

• Regular expression
– regular expressions (à la Perl) can be applied on text values to

capture finer granularity
<TABLE> <TBODY>
<TR>
<TD>Shady Grove</TD>
<TD>Aeolian</TD>
</TR>
<TR>
<TD>Over the River, Charlie</TD>
<TD>Dorian</TD>
</TR>
</TBODY>
</TABLE> HTML DOM Tree
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Tree navigation
• Following the document hierarchy: “.”

– “.” explores the immediate children of a node
– useful for limited nested structures

• Following the document flow: “->”
– “->” explores the nodes found along a depth-first search
– useful to create shortcuts
– “->” only stops when it reaches the end

• When accessing nodes, index rangescan be used
– e.g.. html.body->a[*].txt
– e.g.. html.body.table[0].tr[1-].td[0].txt
– returns a collection of nodes
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2 ways to navigate the tree

HIERARCHICAL NAVIGATION

html.body.img[0].getAttr(src) 
html.body.
table[0].tr[1].td[0].a[0].b[0].pcdata[0].txt

FLOW NAVIGATION

Using “->”, there are more than 1 way 

to get to a node
html->img[0].getAttr(src)

html.h1[0]->img[0].getAttr(src)
html->tr[1]->pcdata[0].txt
html->pcdata[7].txt
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Let us assume that this table 
corresponds to table[5] inside 
the HTML page.

Using conditions

• Sometimes, we do not know ahead of time where exactly 
the information is located. Take the example of the IBM 
stock.

• You can write the following extraction rule:
html->table[5].tr[i].td[2].txt

where html->table[5].tr[i].td[0].txt = “IBM”

• Conditions involve index ranges only.
• Conditions are resolved against node properties, not nodes 

themselves.
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Using regular expressions (à la Perl)

• In some cases, we want to go deeper than the tag structure.

• We want to extract the % change
– table.tr[1].td[1].txt, match /[(](.*?)[)]/

• We want to extract the day’s range for the stock:
– table.tr[2].td[0].txt, match/Day’s Range (.*)/, split /-/

• Semantics
– match /(.....)/ returns a string
– match /(...) (...)/ returns a list of strings
– split /...../ returns a list of strings

regular 
expression 
operators 
can be used 
in cascade
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Building Complex Structures
• Atomic values are not enough.

• The fork operator “#” permits to follow a path along various subpaths. 
Results are put together into a list.

• Following the previous example, we can extract the entire stock informa
and put it in one structure.

html.body.center.table[i:*]
( .tr[0].td[0].b[0].txt                                // name
# .tr[0].td[0].b[0]->pcdata[1].txt, match /[(](.*?):/  // trading place
# .tr[0].td[0].b[0]->pcdata[1].txt, match /:(.*?)[)]/  // ticker  
# .tr[1].td[0].b[0].txt                                // last trade
# .tr[1].td[3].pcdata[1].txt                           // volume
# .tr[1].td[1].txt, match /[(](.*?)[)]/                // change %
# .tr[2].td[0].txt, match /Range(.*)/, split /-/       // Day range
# .tr[3].td[0].txt, match /Range(.*)/, split /-/       // Year range
)

where html.body.center.table[i].tr[0].td[0].getAttr(colspan) = "7";


