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Problem: Ambiguity of user queries 

–  “Barcelona” (City?  Football team?  Movie?) 
–  “Michael Jordan” 

Michael I. Jordan  Michael J. Jordan 



Google shows only one Michael Jordan 



Better: More diversity in search results 



Clustering the Web 
Basketball 

Machine-Learning 

Chemistry 

www.eecs.berkeley.edu/~jordan/ 

www.nba.com/michael_jordan.html 

Based on: 
•  HTML Content 



Clustering the tagged Web 
Based on: 
•  HTML Content 
•  User-generated tags from a social bookmarking website 
   like delicious.com 



Clustering the tagged Web 
Basketball 

Machine-Learning 

Chemistry 

www.eecs.berkeley.edu/~jordan/ 

www.nba.com/michael_jordan.html 

Based on: 
•  HTML Content 
•  Tags 

machine learning 
statistician 
research 

bayesian 
regression 

basketball 
nba 

reaction 
molecule 

atom 



Questions 

• Does tagging data improve the performance of  
clustering methods ? 
▫  How do we model words and tags of a document ? 
▫  How do we modify clustering methods in order to 

include tagging data ? 
▫  How can we evaluate the clustering results ? 



Outlook 
• Document Models 
• Clustering Methods 
▫  K-Means 
▫  (Multi Multinomial) Latent Dirichlet Allocation 

• Evaluation Method 
• Experiments & Results 



Word vocabulary: W 
Tag vocabulary: T 
Bag of words of a document:  
Bag of tags of a document:  

      
•  Words Only:   

 is tf (or tf-idf) of word     in    
Normalization:     

•  Tags Only: 

Bw
Bt

Vw = w1,w2 ,…,w|W |

Vw 2 = 1
wi i Bw

Vt = w1,w2 ,…,w|T |

Document models for a vector space 



•  Tags as Words Times n: 
   Vocabulary: 
   
  Bag of Words: 

   

•  Tags as New Words: 

Vw,t = w1,w2 ,…,w|W |,w|W |+1,w|W |+2 ,…,w|W |+ |T |

W ' =W ∪T

Bw ' = Bt
n


⎛
⎝⎜

⎞
⎠⎟
∪ Bw

V ′w = w1,w2 ,…,w| ′W |

Document models for a vector space 



Document models for a vector space 
•  Words+Tags: 

    

Vw+ t =
1
2
Vw ,

1
2
Vt

Count and weight words and tags independently ! 



K-Means Clustering Problem 

Given the data:   

K-Means aims for the clusters: 
such that: 

       is minimal  

where       is the mean of cluster  

(x1,…, xN ) xi ∈R
d

P = {C1,…,Ck}

x j − µi

2

x j ∈Ci
∑

i=1

k

∑

µi Ci



Standard K-Means Clustering Algorithm 

Step 1: Choose randomly k  
datapoints as initial means 



Standard K-Means Clustering Algorithm 

Step 2: Assign each  
datapoint to the cluster  
with the closest mean.  

Step 3:  Compute centroids  
of the k clusters.  
They become the new means. 



Standard K-Means Clustering Algorithm 

Repeat steps 2 and 3 until  
convergence has been reached.  
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  Multi-Multinomial Latent Dirichlet Allocation 
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Topic Models 
Topic 3: 
 Catalog   0.3 
 Shopping  0.2 
 Internet   0.1 
 Buy    0.1 
 Cart    0.1 

Topic 17: 
 Scientific   0.5 
 Research  0.1 
 Knowledge  0.1 
 Work    0.1 
 Math    0.1 

Document 21: 

catalog, pricing,  
logic, Jordan, 
kitchen, work, 
math, chemistry, 
basketball, sport  



Latent Dirichlet Allocation 

α

β

θ d

φ j

K

D
Nd

zi wi

distribution over topics 
for each document 

topic assignment 
for each word 

word generated 
from assigned topic 

distribution over words 
for each topic φ j

 Dirichlet(β)

θ d
 Dirichlet(α ) zi  Discrete(θ

d ) wi  Discrete(φ
zi )

Dirichlet priors 



Prior: Dirichlet Distribution 

p(x1,…, xK ) =
Γ Kα( )
Γ(α )K

xi( )α −1

i=1

K

∏

•   Hyperparameter 
determines the form  
of the Dirichlet D. 
•   The form determines 
which kinds of 
multinomial distributions 
are more likely or less 
likely. 

0.3 2.0to changes from 

α

αK=3 



Inverting the generative model 

• Maximum likelihood estimation 
▫  EM-Algorithm: Hofmann (1999) 

• Deterministic approximate algorithms 
▫  Variational EM: Blei, Ng, Jordan (2003) 

• Markov Chain Monte Carlo 
▫  Gibbs Sampler: Griffiths & Steyr (2004)  
▫  Gibbs Sampler: Wei and Croft (2006) 



Document models for (MM)-LDA 

•  Words only:  LDA 
•  Tags only: LDA 
•  Tags as Words Times n: Add tags as words with 

multiplicity of n and use LDA 
•  Tags as new Words: Add tags as special words (e.g. 

tag#Basketball) and use LDA 
•  Words+Tags: Use MM-LDA 



Multi Multinomial Latent Dirichlet 
Allocation 

α

β

γ

θ d

φ j

zi wi

zk tk

K

D

Nd

M d

Kψ j '

distribution over tags 
for each topic 

tag  
generated 

topic assignment 
for each tag 

distribution over words 
for each topic 

distribution over  
topics for each  

document 

topic assignment 
for each word 

word  
generated 
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Gold Standard Clustering 

• We create a “gold standard” clustering using the 
Open Directory Project 



Gold Standard Clustering 

• A node in the ODP hierarchy is chosen as root 
• Each child (+ its descendants) is treated as one 

cluster. 
Computers 

Algorithms Games Programming 

Java C++ Genetic Crypto 
Action Shooter 



Cluster Evaluation Metric 

P1 P3 

P2 G1 

G2 P4 

A1 
A2 

Gold Standard (GS) says: 

Programming Games Algorithms 



Cluster Evaluation Metric 

Cluster 1 Cluster 2 Cluster 3 

G2 
G1 A1 

A2 P2 

P4 P3 
P1 

Clustering Algorithm (CA) returns: 

Consider a pair of documents:  

If  the CA placed the two documents in the same cluster,  
and the GS has them in the same cluster 
 True Positive (TP)   

If  the CA placed the two documents in the same cluster,  
but the GS has them in different clusters 
 False Positive (TP)   

If  the CA placed the two documents in different clusters,  
and the GS has them in different clusters 
 True Negative (TN)   

If  the CA placed the two documents in different clusters,  
but the GS has them in the same cluster 
 False Negative (FN)   



F1 Cluster Evaluation Score 

•  The F1 score is the harmonic mean of  
 precision and recall 

•  Precision :     T P / (T P +F P)=  5/13 
•  Recall:     T P / (T P +F N)= 5/8 
•  F1: (2×precision×recall )/(precision + recall )≈ 0.476 



Dataset 

•  ODP Dataset 
•  Stanford Tag Crawl Dataset: One contiguous 

month of del.icio.us feeds. 

•  Consider only documents which are  
•  present both in ODP and the Tag Crawl Dataset 
•  are in English 
•  and their page text is crawled 

•  Total number: 15,230 
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Experiment: K-Means on different 
document models  

Averaged F1 – Scores of 10 runs of K-Means  
applied on 13230 documents 
using tf-weighting  

K-Means 
Words .139 

Tags as Words x 1 .158 
Tags as Words x 2 .176 

Tags as New Words .154 
Words+Tags .225 



Experiment: (MM)-LDA on different 
document models 

F1 – Scores of LDA and MM-LDA 
applied on 13230 documents 

(MM-)LDA 
Words .260 

Tags as Words x 1 .213 
Tags as Words x 2 .198 

Tags as New Words .216 
Words+Tags .307 



Comparison: K-Means and MM-LDA 



Comparison: K-Means and MM-LDA 

(MM-)LDA K-means 

Words .260 .139 
Tags .270 .219 

Words+Tags .307 .225 
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