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» length filter
» suffix and prefix filter

» PPJoin [Example on board]
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» Attractions of distributed system
» MapReduce?
» Working of MapReduce
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The algorithm of the paper
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Sort tokens by fregency



The algorithm of the paper
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Possible Research Problems

» How to decrese the candidate blow-up?
» storing the dictionary in some distributed key-value store?

» Exploiting the low number of candidates generated after
map-phase?



Conclusion

» The problem of scale
» MapReduce is a nice paradigm for distributed large-scale jobs

» But we need specialized strategies
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