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Abstract—As objects are inherently 3-dimensional, they have been modeled in 3D in the early days of computer vision. Due to the ambiguities arising from mapping 2D features to 3D models, 3D object representations have been neglected and 2D feature-based models are the predominant paradigm in object detection nowadays. While such models have achieved outstanding bounding box detection performance, they come with limited expressiveness, as they are clearly limited in their capability of reasoning about 3D shape or viewpoints. In this work, we bring the worlds of 3D and 2D object representations closer, by building an object detector which leverages the expressive power of 3D object representations while at the same time can be robustly matched to image evidence. To that end, we gradually extend the successful deformable part model [1] to include viewpoint information and part-level 3D geometry information, resulting in several different models with different level of expressiveness. We end up with a 3D object model, consisting of multiple object parts represented in 3D and a continuous appearance model. We experimentally verify that our models, while providing richer object hypotheses than the 2D object models, provide consistently better joint object localization and viewpoint estimation than the state-of-the-art multi-view and 3D object detectors on various benchmarks (KITTI [2], 3D object classes [3], Pascal3D+ [4], Pascal VOC 2007 [5], EPFL multi-view cars [6]).

Index Terms—Object detection, 3D object models, deformable part models, structured output learning

1 INTRODUCTION

Object class detection has reached remarkable performance for a wide variety of object classes, based on the combination of robust local image features with statistical learning techniques [1], [7], [8], [9], [10]. Success is typically measured in terms of 2D bounding box (BB) overlap between hypothesized and ground truth objects [11] favoring algorithms implicitly or explicitly optimizing this criterion [1].

Although the state-of-the-art methods for object class detection are appearance based, in the early days of computer vision, geometry based 3D representations of objects and entire scenes were considered the holy grail [12], [13], [14], [15]. Being more compact and providing a more faithful approximation of the physical world than 2D image projections, they were deemed more powerful w.r.t. reasoning about individual objects, their interactions in complete scenes, and even functions [16], [17]. Despite being rich, these representations could not be reliably matched to real-world imagery. As a consequence, they were largely neglected in favor of 2D appearance based representations of object classes. Recently, researchers have reconsidered the 3D nature of the vision problem in the context of scene understanding. Here, 3D information has shown to be valuable to reduce false detections [18], [19], [20]. This has also fueled the development of multi-view recognition methods [3], [21], [22], [23], [24], [25], [26], [27], [28], [29], providing richer object hypotheses in the form of viewpoint estimates as additional cue for scene-level reasoning [30], [31], [32]. However, most approaches are still either limited with respect to the degree of 3D modeling, or can not provide competitive performance in terms of 2D BB localization. In particular, the ability to provide richer object hypotheses than 2D BB is typically associated with sacrificing 2D localization performance in comparison to state-of-the-art object detectors.

In this work, we aim to combine the best of both worlds, namely, to leverage performance from one of the most powerful appearance based 2D object class detectors to date, and a geometry based 3D object class representation that allows for fine-grained 3D object and scene reasoning. In this way, we hope to benefit from the natural, compact and rich 3D representation while retaining the robustness in matching to real-world images. The goal is to leave the beaten path towards 2D
BB prediction, and to explicitly design an object class detector with outputs amenable to 3D geometric reasoning. By basing our implementation on one of the arguably most successful 2D BB-based object class detectors to date, the deformable part model (DPM) [1], we ensure that the added expressiveness of our model comes at minimal loss with respect to its robust matching to real images. To that end, we propose to successively add geometric information to our object class representation, at four different levels.

First, we rephrase the DPM as a genuine structured output prediction task, comprising estimates of both 2D object BB and viewpoint. This enables us to explicitly control the trade-off between accurate 2D BB localization and viewpoint estimation. Second, we introduce 3D geometric constraints on the latent positions of object parts in the DPM. This ensures consistency between parts across viewpoints (i.e., a part in one view corresponds to the exact same physical portion of the object in another view). Third, we extend the notion of discriminatively trained, deformable parts to 3D, by explicitly parametrizing the parts positions and displacement distributions in 3D object coordinates rather than in the image plane (see Fig. 1). And fourth, we introduce a continuous appearance model (see Fig. 1), which allows for arbitrarily fine viewpoint estimates in contrast to state-of-the-art multi-view detection methods which can predict only a discrete set of viewpoint classes.

In this work we make the following specific contributions. First, we propose a 3D extension of the powerful DPM, combining the representational power of 3D modeling with robust matching to real-world images. Second, we demonstrate that our models deliver richer object hypotheses than 2D BB, in the form of viewpoint estimates of arbitrary granularity and part localization consistent across viewpoints, outperforming prior work various datasets. Third, in contrast to previous work on 3D object models, we show competitive performance to state-of-the-art techniques for 2D BB localization. Fourth, we use 3D CAD data of the object class of interest mainly as a 3D geometry cue, as well as to enrich the appearance model with rendered images from CAD data. While being not as representative as real world images in terms of feature statistics, these images come with perfect BB and viewpoint annotation, which we can use to improve localization performance and viewpoint estimates.

2 RELATED WORK

Object class detection is at the core of many computer vision problems, and as such has been addressed since the beginnings of computer vision. 2D features-based representations for general object class recognition [1], [9], [10], [33], [34], [35], [36], have been the dominant paradigm in object detection in recent years. Multi-view detectors and 3D object representations have been receiving increasing attention recently, due to its potential to aid scene-level reasoning [30], [31], [32]. In the following we review these groups of object detection methods.

Bounding box object detection. Inspired by the challenging object detection benchmarks (Pascal VOC [11], ImageNet [37], SUN [38]) BB driven object class detectors have achieved fascinating detection performance. Combining precomputed (SIFT [39], HOG [40]) or directly learned from data (CNN [41], OverFeat [10]) image features, with discriminative learning techniques (SVM [42], AdaBoost [43], Random Forests [44]) these methods have been the main driving force in object detection. Methods like the implicit shape model [8], which spatially aggregates object votes, or the DPM [1], representing the object as a collection of 2D parts have emerged. While these methods are using precomputed image features, recently, due to the arrival of large datasets (ImageNet), deep learning based methods that directly learn features from raw images (RCNN [9], OverFeat [10], DetectorNet [45]) have become popular.

While BB oriented detectors are the de-facto state-of-the-art in object detection, they provide very limited output, consisting of a BB and a class label, completely ignoring the 3D nature of objects. On the other hand, models with higher expressiveness have the potential to boost higher-level tasks like 3D scene understanding. In this work we want to overcome the limitations of these methods. To that end, we aim to construct an object detector that retains the matching ability of the BB oriented detectors while being aware of the 3D geometry of the object class of interest (see Sect. 5.5).

Multi-view object detection. The interest in richer object hypotheses has inspired the creation of several multi-view detection benchmarks (3D object classes [3], EPFL multi-view cars [6], Pascal3D+ [4], KITTI [2]). The best performing multi-view detectors usually model object classes as a collection of distinct views, forming a bank of viewpoint-dependent detectors. The form of these detectors is typically inspired by existing approaches from the literature that have proven to perform well for the single view case. Variants include shape templates [27], implicit shape models [21], HOG templates [6], constellation models [25] and DPM [4], [29], [46], [47], [48], [49]. Neighboring views are either treated independently [6], [25], connected by means of feature tracking [21], or considered jointly in a convex optimization framework [27], [29], [46], [50].

While multi-view approaches achieve remarkable results in predicting a discrete set of object poses [4], [29], [46], they have several limitations. First, they usually treat the discrete views independently [25], [29], [46]. Second, they typically require evaluating a large number of view-based detectors, resulting in considerable runtime complexity (e.g., 32 shape templates [27], 36 constellation models [25]). In contrast, our 3D object detectors (see Sect. 3.4 and 3.5) establishes part correspondences across views and are able to synthesize appearance models for viewpoints of arbitrary granularity on the fly. This results to significant speed-ups (see Sect. 4.4).

3D object class representations. Other methods
We describe our models successively. First, in Sect. 3.1 we introduce notation and the idea behind a part-based model. After revisiting the DPM of [1] in Sect. 3.2 we introduce the 2D DPM-VOC+VP in Sect. 3.3 a multi-view object detector which in contrast to the DPM predicts object viewpoint, in addition to the 2D BB. We proceed by introducing 3D geometry into the model and in Sect. 3.4 present DPM-3DConstraints that leverages 3D part constraints, by parameterizing part positions in 3D object coordinates. This establishes part correspondences across different views of the same object. In Sect. 3.5 we introduce the 3D object model 3D2PM, parameterizing part positions, as well as displacement distributions in 3D. The 3D2PM includes a continuous appearance model.

3 Multi-view and 3D Deformable Part Models

In this section we introduce our geometry-aware multi-view and 3D object models. We start with the well-known DPM [1] and gradually introduce 3D geometry cues. This results in a 3D object model, a full 3D extension of DPM. The resulting model parameterizes part positions and distributions in 3D and has a continuous appearance model. We refer to it as 3D2PM. Because we encode the underlying 3D object structure, the model becomes more compact with a smaller total number of parameters compared to the DPM. At the same time, we obtain a model that is more descriptive of the 3D object of interest.

We describe our models successively. First, in Sect. 3.1 we introduce notation and the idea behind a part-based model. After revisiting the DPM of [1] in Sect. 3.2 we introduce the 2D DPM-VOC+VP in Sect. 3.3 a multi-view object detector which in contrast to the DPM acknowledges the 3D nature of objects and maintain an explicit representation of the 3D placement of individual features [3], [22], [28], [51], [52], or object parts [23], [24], [26], [47], [48], [53], [54]. 3D geometry is either provided in the form of a depth sensor [22], [51], [52], structure-from-motion [28], [48], [53], [55], or 3D CAD models [24], [26], [54], [56] during training, and modeled either non-parametrically [22], [28], [51], [52], in the form of 3D Gaussians [24], or 3D wireframe models [26], [53].

While these 3D representations constitute more compact and more faithful descriptions of object classes than their 2D counterparts, they typically cannot compete with modern object class detectors optimized for 2D BB localization such as the DPM or RCNN. In our work we aim to overcome this limitation of 3D object class representations by designing a 3D extension of the DPM. To that end, we gradually reformulate the model as a 3D DPM by representing part appearance as well as positions in 3D. As a consequence, our formulation models part positions as true 3D distributions and allows to synthesize part appearance models for arbitrary viewpoints.

Model Learning. From the perspective of learning, the BB oriented object detectors (DPM, RCNN) are typically trained using loss functions that are tuned for classification, sometimes even using a pre-selected set of BBs to detect on (e.g., RCNN uses proposal regions from [36]). In addition, multi-view recognition is often phrased as a multi-class classification problem [4], [27], [29] ignoring the continuous nature of the viewpoint variable.

In contrast, we formulate a coherent structured output learning framework comprising both objectives: (i) 2D object localization and (ii) viewpoint estimation. The joint consideration of the two tasks at hand leads to consistently better object localization and viewpoint estimation on several datasets (see Sect. 4.2).

We are given data \{X\}_{1,\ldots,N} where X represents an object, defined in image space, or in 3D object coordinates, like a CAD model. The idea behind part-based models is to represent an object by a collection of parts [1], [57], [58]. Previous work has considered different spatial configurations of parts, ranging from star-shaped [1], tree-shaped [58], to fully-connected constellations [25]. Here we build upon the view of a generalized deformable part model as a star-shaped conditional random field (CRF). A star-shaped CRF defines a distribution over object and part positions \( \theta \) = \( \{o_0, \ldots, o_P\} \) where \( o_i \) denotes an object part, with \( o_0 \) being the whole object or the root node and the rest being the child nodes. We define an object part as an axis-aligned hypercube. An object part can be defined in 3D object coordinates as \( p_i = [x_i, y_i, z_i, x_2, y_2, z_2] \) in which case the CRF defines a distribution over 3D bounding cubes, or in the image plane as \( q_i = [u_1, v_1, u_2, v_2] \), defining a distribution over 2D BBs. Thus, given an object X and a star-shaped CRF model \( \theta \), the joint probability distribution over the object hypotheses reads

\[
p(\theta, \psi, X) \propto \prod_{i=0}^{P} \Psi^u(o_i, \alpha_i, X) \prod_{i=1}^{P} \Psi^p(o_i, o_0, \beta_i).
\] (1)

This distribution decouples in part-wise terms and for each part \( o_i \) there are two terms. First, the unary factor \( \Psi^u(o_i, \alpha_i, X) \) scores an object part hypothesis \( o_i \), given the object X. This unary factor is also referred to as the "appearance" term as it captures the appearance of an object part. The second factor is a pairwise term, \( \Psi^p(o_i, o_0, \beta_i) \), referred to as the "spatial" term. The pairwise term specifies part \( o_i \) placements w.r.t. the root part \( o_0 \). All factors are log-linear. We denote the full set of parameters by \( \theta = [\alpha, \beta] \) that includes parameters of the unary \( \alpha = [\alpha_0, \ldots, \alpha_P] \) and pairwise terms \( \beta = [\beta_1, \ldots, \beta_P] \). For the feature functions we write \( \phi = [\phi(o_0, X), \ldots, \phi(o_P, X)] \) for the unaries and \( \eta = [\eta(o_1, o_0), \ldots, \eta(o_P, o_0)] \) for the pairwise features respectively, so the energy of the CRF in this general form reads

\[
\langle \theta, \psi \rangle = \langle \alpha, \phi \rangle + \langle \beta, \eta \rangle.
\] (2)

\*We use regular font characters to denote part parameters of features. We use characters with bold font whenever we stack parameters from multiple parts or components.
In the following sections we specify the unary and pairwise terms for each of the models. Fig. 2 depicts the graphical model defined by the star-shaped CRF.

Previous work on object detection with part-based models (e.g., the DPM) defines a distribution over 2D object hypotheses by parameterizing parts, unary and pairwise terms in the 2D image space. The models that we present in this work extend the DPM, and gradually shift the parameterization from 2D image space to 3D object space, resulting in an object model parameterized entirely in 3D.

3.2 DPM-Hinge

The 2D part-based model of DPM is one of the most successful object detectors nowadays, as evidenced by its performance on benchmark datasets [59] and its use as a building block in many subsequent models. Given an image, the DPM outputs a set of 2D BBs, coarsely localizing the objects. In the remainder of this paper we will refer to the DPM version of DPM-Hinge as it uses the hinge loss during model learning and allows us to distinguish it from the other models.

**Representation.** DPM-Hinge is a mixture model with $C$ components, defined in 2D image space. Each component $c \in \{1, \ldots, C\}$ captures the appearance and part placement of an object in a particular aspect (often coinciding with viewpoint). DPM-Hinge parameterizes an object hypothesis as a collection of 2D BBs of the object $q_0$ and its parts $q_1, \ldots, q_P$. For an image $I$, the score of component $c$ for an object hypothesis $q = [q_0, \ldots, q_P]$ is defined as

$$
\langle \theta_c, \psi_c(q, I) \rangle = \sum_{i=0}^{P} \langle \alpha_{c,i}, \phi(q_i, I) \rangle + \sum_{i=1}^{P} \langle \beta_{c,i}, \eta(q_i, q_0) \rangle
$$

where $\theta_c = [\alpha_{c}, \beta_{c}]$ denote unary $\alpha_{c}$ and pairwise $\beta_{c}$ parameters of component $c$. In particular, the parameters collect per-part $q_i$ variables as $\alpha_{c} = [\alpha_{0,c}, \ldots, \alpha_{P,c}]$ and $\beta_{c} = [\beta_{1,c}, \ldots, \beta_{P,c}]$. The unary part parameters $\alpha_{c,i}$ are 2D filters for the HOG appearance features $\phi(q_i, I)$. The pairwise factor corresponds to a Gaussian distribution over the part $q_i$ placement relative to $q_0$.

The feature function computes the natural parameters of a 2D Gaussian $\mathcal{N}(q_i|q_0, \mu_{c,i}, \Sigma_{c,i})$. The pairwise features are defined as $\eta(q_i, q_0) = -[du_i, dv_i, du_i^2, dv_i^2]$, where $[du_i, dv_i] = q_i - (2q_0 + j_i)$ [4]. Here, $j_i$ represents the anchor part position relative to the root. The variables can be understood as $\beta_{c,i} = [\mu_{c,i}, \sigma_{c,i}, \sigma_{c,i}^2]$, the parameters of a 2D Gaussian.

For the full DPM-Hinge model all parameters from all mixture components are stacked $\theta = [\theta_1, \ldots, \theta_C]$. The graphical model depicting the DPM-Hinge is illustrated in Fig. 2b.

**Inference.** During inference [1] computes the maximum-a-posteriori (MAP) estimate over object hypotheses and components $\hat{c}^*, q^* = \arg\max_{c \leq q_i} \langle \theta_c, \psi_c(q, I) \rangle$. This problem involves maximization over two variables, the discrete mixture component $c$ and all part placements $q$. For each component $c$ the part placement can be found using the efficient distance transform, and the search over $c$ is done by exhaustive enumeration [1].

**Learning.** For parameter estimation, the training data is available in pairs $(\{I_j, y_j\})_{j=1, \ldots, N}$ where $I_j$ is an image and $y = (y^1, y^p) \in Y$ is a tuple of annotations. The annotation includes an object class label $y^v \in \{-1, 1, \ldots, L\}$ and a 2D BB $y^p$.

Felzenszwalb et al [1] propose to learn the free parameters of their model using a regularized risk objective with the hinge loss. For every object class $k \in \{1, \ldots, L\}$ there is a separate optimization problem

$$
\min_{\theta_{c \leq 0}} \frac{1}{2} \|\theta\|^2 + C \sum_{i=1}^{N} \xi_i
$$

subject to $\forall i : y^r_i = k : \max_{c \leq q_i} \langle \theta_c, \psi_c(q_{y_i}, I) \rangle \geq 1 - \xi_i$

$$
\forall i : y^r_i \neq k : \max_{c \leq q_i} \langle \theta_c, \psi_c(q_{y_i}, I) \rangle \leq -1 + \xi_i.
$$

where $q_{y_i} = [y_i^v, q_1, \ldots, q_P]$, where $y^v$ is the BB of the example and fixed for every training example. The part positions $q_i$ are latent variables, because part annotations are not available. In [1] initial values for the component assignments are obtained via aspect ratio clustering and are kept latent during training. This problem is a latent SVM [1] with hinge loss, which is the reason we refer to the DPM as DPM-Hinge.

3.3 DPM-VOC+VP

The DPM-Hinge has shown remarkable performance in terms of 2D object localization, it is however not designed to predict the viewpoint of an object. A multi-view object detector could boost object detection quality and it could be beneficial for high level tasks like 3D scene understanding [51]. The first extension we introduce, DPM-VOC+VP, augments DPM-Hinge output with a viewpoint variable $v$.

**Representation.** In DPM-VOC+VP we allocate a separate mixture component to each discrete viewpoint

We use the upper left corners of the parts to compute the displacement features.
Every viewpoint component \( \theta_v = [\alpha_v, \beta_v] \) has its own unary \( \alpha_v = [\alpha_{0,v}, \ldots, \alpha_{P,v}] \) and pairwise \( \beta_v = [\beta_{0,v}, \ldots, \beta_{P,v}] \) parameters. DPM-VOC+VP has the same CRF structure as the DPM-Hinge. In addition, it explicitly encodes the object viewpoint \( v \). Fig. 3a illustrates the DPM-VOC+VP model.

Inference. The inference is the same as for DPM-Hinge, a MAP estimate over viewpoints and BBs \( \mathbf{q}^* \), \( \mathbf{v}^* = \arg\max_{\mathbf{v}, \mathbf{q}} (\theta, \psi_{\mathbf{v}}(\mathbf{q}, I)) \). We use the same inference technique as DPM-Hinge.

Learning. Since we are interested in joint object 2D localization and viewpoint estimation, we leverage viewpoint annotations in the datasets. We denote the viewpoint class label of a given training example as \( y^v \in \{1, \ldots, K\} \), in addition to the BB \( y^b \) and the class \( y^l \) labels. In contrast to the DPM-Hinge, there is a semantic meaning to the selected component and thus it must be chosen correctly. Therefore we adapt a structured SVM \([60]\) with margin rescaling for optimization. This objective has previously been proposed for BB detection in \([61]\). The final latent-SSVM optimization problem is

\[
\min_{\theta, \xi \geq 0} \frac{1}{2} \|\theta\|^2 + C \sum_{i=1}^{N} \xi_i \quad \text{s.t.} \quad \forall i, \bar{y} \neq y_i : \max_{\mathbf{q}_i} (\theta_{\mathbf{v}^*_i}, \psi_{\mathbf{v}^*_i}(\mathbf{q}_i, I_i)) - \max_{\mathbf{v} \in \mathbf{q}_i} (\theta_v, \psi_v(\mathbf{q}, I)) \geq \Delta(y_i, \bar{y}) - \xi_i
\]

(5)

where \( \mathbf{q}_i = [y^b_i, q_1, \ldots, q_P] \) as before is the annotated object BB \( y^b_i \) with the latent part placements and \( \mathbf{q}_i = [\bar{y}^b_i, \bar{q}_1, \ldots, \bar{q}_P] \) a different object hypothesis. Note that for the positive training examples, the viewpoint component is observed. Like in \([61]\) we define \( \psi_v(\mathbf{q}_i, I) = 0 \) whenever \( y^l_i = -1 \). This has the effect to include the two constraint sets of problem (4) into this optimization problem.

The loss function \( \Delta \) is defined on both the predicted BBs and viewpoint at the same time. We use a convex combination of a BB localization \( \Delta_{VOC} \) and viewpoint loss \( \Delta_{VP} \), namely \( \Delta(y, \bar{y}) = \gamma \Delta_{VOC}(y, \bar{y}) + (1 - \gamma) \Delta_{VP}(y, \bar{y}) \), with \( \gamma \in [0, 1] \).

The performance measure for BB accuracy in the standard benchmarks is the intersection over union score \( A(y \cap \bar{y}) / A(y \cup \bar{y}) \) of two BBs \( y, \bar{y} \). Therefore, as proposed in \([61]\) we use the following loss function as a proxy

\[
\Delta_{VOC}(y, \bar{y}) = \begin{cases} 
0, & \text{if } y^l = y^l = -1 \\
1 - |y^l - \bar{y}^l| A(y \cap \bar{y}) / A(y \cup \bar{y}), & \text{otherwise} 
\end{cases}
\]

(6)

The viewpoint loss \( \Delta_{VP} \) is the 0/1 classification error with different discrete viewpoint predictions treated as different classes.

In case only the location of the object is of interest, one can set \( \gamma = 1 \), in which case we refer to the model as DPM-VOC, which uses the same initialization, based on aspect ratio clustering, as for the DPM-Hinge. If both
Algorithm 1: DPM-VOC+VP training algorithm

\textbf{input:} \{I_i, y_i\}_{i=1}^N \quad I_i \text{ is an image, } y_i \text{ annotations}

\textbf{output:} Trained DPM-VOC+VP \( \theta \)

1. \( \theta \leftarrow \text{InitModel}(\text{pos, neg}) \)
2. \( P = \emptyset, \quad S = \emptyset, \quad N = \emptyset \)
3. \textbf{while} outer loop \textbf{do}
   \hspace{1em} //Find optimal parts for each positive example
   \hspace{2em} \textbf{foreach} \( i \in \text{pos} \) \textbf{do}
   \hspace{3em} \( q_i \leftarrow \arg\max_{q_i} \left\{ \theta_{v_i}, \psi_{v_i}(q_i, I_i) \right\} \)
   \hspace{3em} \( P = P \cup \{ y_i, q_i \} \)
   \hspace{2em} \textbf{end}
   \hspace{1em} //Find a set of violating constraints
   \hspace{2em} \textbf{foreach} \( i \in \text{pos} \) \textbf{do}
   \hspace{3em} \{ [v_i, q_i] \} \leftarrow \arg\max_{v_i, q_i} \left\{ \theta_{v_i}, \psi_{v_i}(q_i, I_i) \right\} + \Delta([v_i, q_i], y_i)
   \hspace{3em} S = S \cup \{ [v_i, q_i] \}
   \hspace{2em} \textbf{end}
   \hspace{1em} //Find a set of hard negative examples
   \hspace{2em} \textbf{foreach} \( i \in \text{neg} \) \textbf{do}
   \hspace{3em} \{ [v_i, q_i] \} \leftarrow \arg\max_{v_i, q_i} \left\{ \theta_{v_i}, \psi_{v_i}(q_i, I_i) \right\}
   \hspace{3em} N = N \cup \{ [v_i, q_i] \}
   \hspace{2em} \textbf{end}
   \hspace{1em} \( \theta \leftarrow \text{sgd}(\theta, P, S, N) \); //update model
4. \textbf{end}

Optimization. We solve [5] using our own implementation of stochastic gradient descent (SGD) with delayed constraint generation. The latent variables turn the optimization problem into a mixed integer program, solved using coordinate descent. Alg. [4] describes the DPM-VOC+VP learning in detail. We start by initializing the model (line 1), and learning the root appearance terms \( \alpha_{0_v} \) for each viewpoint component independently, using a standard SVM. The main part of the algorithm has an outer and inner loop. In the outer loop, the latent parts \( q_i \) are found for every positive training example \( I_i \) (line 5), resulting in a set \( P \) of positive training examples. Then in an inner loop, the top \( K \) (\( K = 10 \) in our experiments) active violating constraints \( [v_i, q_i] \) are found for every positive training example \( \{ y_i, I_i \} \). This is the loss-augmented inference problem (line 10) and yields a current set of active constraints \( S \). We choose the violating constraints such that \( \frac{A(q_i, y_i^v)}{A(q_i, y_i)} > 0.1 \). Then, we search for negative examples from the negative labeled images (line 14), resulting in a set of “hard” negative examples \( N \). Finally, the model parameters \( \theta \) are found by SGD (line 17).

3.4 DPM-3D-Constraints

The DPM-VOC+VP parameterizes part positions in 2D image space, independently across viewpoints. In this section we introduce the DPM-3D-Constraints that fundamentally changes the parameterization and works with parts in 3D. This way of modeling reflects the nature of the problem, observed are only 2D projections of what really are physical objects in a 3D world. Therefore, a parameterization in 3D appears both more meaningful and also should be beneficial for applications such as 3D object tracking or multi-view reconstruction.

Since annotated data is only available as 2D information, we use CAD models of the object classes of interest in addition to the annotated images. Being constructed of triangular surface meshes, 3D CAD models provide geometric descriptions of object class instances, lending themselves to 3D part parameterizations.

Representation. The DPM-3D-Constraints has the same graph structure as the DPM-VOC+VP, (see Fig. [3]). The difference is for every discrete viewpoint component there is a perspective projection matrix \( \Pi_v \) that connects the 3D parameterization of parts with the 2D part placement observation (see Fig. [4]).

For every part \( p \) we need to specify the appearance ( unary factor), and 2D part placement (pairwise factor). We use the setup of [25] to generate a non-photorealistic, gradient-based renderings of 3D CAD models. The renderings are used to compute HOG features for each part \( p \). From a 3D bounding cube \( p_i \) of a part, with \( q_i = \Pi_v p_i \) we denote the 2D BB obtained by projecting the part into the viewpoint \( v \). Then, the appearance features of the part are computed from the projected BB \( \psi(p_i, v, I) := \psi(\Pi_v p_i, I) \).

The pairwise factor acts on 3D parts and computes the relative placement in the projected space. For the 3D root \( p_0 \) and part \( p_i \), the feature function of the DPM-VOC+VP is re-used, but after projections \( \eta(p_i, p_0, v) = \eta(\Pi_v p_i, \Pi_v p_0) \). There are separate parameters \( \beta_v \) for every viewpoint component \( v \).

In summary, the score of a 3D object hypothesis \( p \) and viewpoint \( v \) is

\[
\langle \theta_{v}, \psi(p, v, I) \rangle = \sum_{i=0}^{P} \langle \alpha_{i,v}, \phi(\Pi_v p_i, I) \rangle + \sum_{i=1}^{P} \langle \beta_{i,v}, \eta(\Pi_v p_i, \Pi_v p_0) \rangle
\]

There are two main differences between DPM-3D-Constraints and DPM-VOC+VP. First, the 2D parts \( q_i \) are observed as projections \( \Pi_v \) of their 3D counterparts \( p_i \). Second, the model establishes part correspondences between different viewpoints. That is for a CAD model for which multiple renderings from different viewpoints are available, the estimated parts will be in correspondence across the renderings. Fig. [3b] illustrates the model. The dotted lines emphasize the deterministic relation (projection \( \Pi_v \)) between the 3D parts \( p_i \) and their 2D counterparts \( q_i \).

\footnote{Although the projection in general results in an arbitrary 2D polygon, we use \( q_i = \Pi_v p_i \) to denote the 2D BB surrounding it.}
I

3D part parameterization, it is still a mixture model with q and only implicitly, through marginalization, for 2D DPM entirely defined in 3D space. The 3D

In this section we describe the 3D

PM

With DPM-3D-Constraints uses a 3D part parameterization, it is still a mixture model with different mixture components for different viewpoints, being limited to discrete set of viewpoints. The 3DPM model is continuous in the viewpoint variable \( v \in \mathcal{V} \).

**Representation.** Starting from DPM-3D-Constraints, two ingredients are needed to obtain a full 3D object model: a continuous appearance model, and a 3D part displacement distribution.

For the definition of the continuous unary factor we introduce a number of support views \( v_k, k = 1, \ldots, K \). For a given viewpoint \( v \) we then define the unary factor to be the weighted combination

\[
\langle \alpha_{i,v}, \phi(\Pi_{v} p_i, I) \rangle = \sum_{k=1}^{K} w_k(v) \langle \alpha_{i,v_k}, \phi(\Pi_{k} p_i, I) \rangle \tag{9}
\]

with \( w_k(v) \) being a viewpoint dependent scalar. The parameters of this model are thus the collection of all unary factors for parts and support views \( \alpha_{i,v_k}, i = 1, \ldots, P, k = 1, \ldots, K \). In practice, we choose the support views to be equally spaced in angular distance \( \delta_v = \frac{\pi}{K} \) on the viewing circle. This appearance score interpolates for a viewpoint \( v \) filters from neighboring viewpoints. We experiment with three different models that correspond to different interpolations (i.e., choices of \( w_k \)): (i) linear interpolation, (ii) exponential interpolation, and (iii) a discrete set of views. In (i) we set \( w_k = 1 - \frac{\zeta(v_k, v_{k-1})}{\zeta(v_k, v_0)} \) for the two closest support views, and \( w_0 = 0 \) for the rest. We refer to this model as 3DPM-C-Lin, as it uses linear interpolation scheme. In (ii) we set \( w_k = \exp(-\zeta^2(v, v_k)) \) and refer to the model as 3DPM-C-Exp. Finally, in (iii) we set \( w_k = 1_{v = v_k} \) and we refer to this model as 3DPM-D as it can output a discrete set of viewpoints only.

For a given part \( p_i \) and root \( p_0 \), the pairwise factor scores the joint displacement, again using a Gaussian term, but different to previous models, in 3D \( \langle \beta_1, \eta_{(p_0, p_i)} \rangle \propto -\ln(N(p_i | p_0, \mu_1, \Sigma_1)) \). The pairwise parameters are the \( \beta_1(p_0, p_i) = [\mu_{1x}, \mu_{1y}, \mu_{1z}, \sigma_{1x}, \sigma_{1y}, \sigma_{1z}] \) and the feature function computes \( \eta(p_0, p_i) = -[dx, dy, dz, dx^2, dy^2, dz^2] \). This factor contains only six parameters per part, in contrast to the previous models where 4K displacement parameters per part are required.

To define the score for a 2D object hypothesis \( q \) in an arbitrary viewpoint \( v \), the 3D part displacement distribution is projected to 2D. For an arbitrary viewpoint \( v \) the 3D part displacement distribution is projected via a scaled orthonormal projection \( Q_{i,v} \). The resulting distribution is the marginal of the Gaussian under this projection. Therefore the mean \( \mu_{i,v} = Q_{i,v} \mu_{i,v} \) and covariance \( \Sigma_{i,v} = Q_{i,v} \Sigma Q_{i,v}^{\top} \) can be computed in closed form. The parameters of the pairwise factor in viewpoint \( v \) can be computed from the 3D parameters by \( \beta_{i,v} = [\mu_{i,v}^{u}, \mu_{i,v}^{v}, \sigma_{i,v}^{u}, \sigma_{i,v}^{v}, \sigma_{i,v}^{uv}] \). Analogously, the 2D displacement features are \( \eta_i(\Pi_{v} p_0, \Pi_{v} p_i) = -[dv, du, d^2v, d^2u, d^2uv] \).

In summary both factors define the score of a hypothe-
The 3D PM model $\theta = [\alpha, \beta]$, consists of the unary parameters of the support views $[\alpha_1, \ldots, \alpha_K]$, as well as the parameters of the 3D displacement distribution of each part $\beta = [\beta_1, \ldots, \beta_P]$. Note that the 3D part displacement distributions are independent of the viewpoint components, that is every $\beta_i \in \mathbb{R}^3$. Fig. 3c illustrates the 3D PM model. Note that the double circle on the viewpoint variable $v$ denotes that it is continuous. The 2D displacement parameters $\beta_{i,v}$ are obtained via projection from the 3D displacement parameters $\beta_i$, therefore they are denoted with an empty factor.

**Inference.** The 3D PM output are 2D or 3D object hypotheses. For an observed image $I$, we solve again for the MAP estimate which corresponds to the following optimization problem: $\hat{\theta}^*, \hat{\psi}^* = \arg\max_{\theta, \psi} \langle \theta, \psi(p, v, I) \rangle$

For the 3D PM-D the viewpoint variable is discrete and the inference is the same as for DPM-3D-Constraints.

The MAP inference problem for 3D PM-C is a continuous problem. In practice we choose, at test time, an arbitrarily fine viewpoint binning. After this discretization, we proceed with the same inference procedure as for 3D PM-D. Note that this is different from choosing a viewpoint discretization at training time. This model allows to estimate the viewpoint up to an arbitrary precision, only chosen at test time.

For a 3D example $p^*$, the inference problem is $p^* = \arg\max_{\theta, \psi} \langle \theta, \psi(p, y^*) \rangle$, that is a consistent output is required for all images of the same instance. First, all unary terms are computed by collecting evidence from all available image projections of $y^*$, then, the 3D distance transform can be used to solve for optimal part placements in 3D.

**Learning.** Real images and additionally 3D models are used for training. We assume that the training data comes with angular accurate viewpoint annotations $y^* \in [0^\circ, 360^\circ)$. The 3D PM and all of its variants are learned using the same regularized risk objective as the DPM-VOC+VP, described in Eq. (5). Again, the loss measures detection and viewpoint estimation, with the difference that the loss reflects the continuous viewpoint estimate $\Delta_{v} P(y, \bar{y}) = \angle(y^*, \bar{y}^*)/180$. Note that the learning algorithm does not need to change, we use Alg. 1 with the only modification in line 17. To obtain the gradients w.r.t. the 3D parameters $\beta$, we simply take the gradients via the projected parameters using the chain rule. Tab. 1 summarizes the qualitative differences among the different models.

**Rendering CAD models.** We use the non-photorealistic wireframe-like renderings of [62], using a perspective projection. Depending on the dataset, we render all the CAD models in $\{8, 12, 16, 18, 24, 36\}$ equally spaced viewpoints, independently from the viewpoint statistics of the given dataset.

## 4 Experiments

In this section, we thoroughly evaluate our models on various datasets measuring their performance in terms of 2D BB localization, viewpoint estimation, and, in the case of DPM-3D-Constraints and 3D PM, their ability to predict part that correspond across viewpoints. To that end, we follow the ordering of Sect. 3 and successively add 3D information to the models under consideration.

We start by analyzing the performance of our structured output learning framework in comparison to the standard DPM formulation [1], highlighting its ability to provide both better BB localization (DPM-VOC) and simultaneous viewpoint estimation (DPM-VOC+VP) (Sect. 4.2). Second, we examine the impact of parameterizing object parts in 3D object coordinates rather than in the 2D image plane (DPM-3D-Constraints and 3D PM), again for the task of 2D BB localization and viewpoint estimation (Sect. 4.3), demonstrating superior performance in comparison to both previous work in 3D object class modeling and the standard DPM [1]. Third, we leverage the ability of our 3D PM model to predict viewpoints of arbitrary granularity for fine-grained viewpoint estimation (Sect. 4.4), again outperforming prior work. And fourth, we apply DPM-3D-Constraints and 3D PM to the task of ultra-wide baseline matching, quantifying their ability to localize corresponding parts in multiple views of the same object (Sect. 4.5).

All experiments are conducted on publicly available standard benchmarks for the respective task (Sect. 4.1) and include extensive comparisons to previous work.
4.1 Data sets

We commence with a brief overview of the five diverse datasets used in the experiments.

**Pascal VOC 2007.** The detection benchmark of the Pascal VOC suite \[11\] provides a challenging test bed for 2D bounding box localization of 20 object classes. It is considered challenging due to strong variations in object appearance, background clutter, and partial occlusion. The 2007 version \[5\] has emerged as the standard benchmark for object detection approaches.

**Pascal3D+.** Recently, 12 object classes of Pascal VOC 2012 have been enriched with additional viewpoint annotations \[4\] by fitting 3D CAD models to images in a semi-automatic procedure. The performance is measured in terms of simultaneous 2D BB localization and viewpoint estimation. A candidate detection can only qualify as a true positive if it satisfies both the VOC intersection-over-union criterion \[11\] and provides correct viewpoint class estimate. We refer to the joint metric as average viewpoint precision (AVP).

**3D Object Classes.** Introduced in 2007, the 3D Object Classes dataset \[3\] still constitutes the de-facto standard dataset for multi-view recognition (i.e., 2D BB localization and viewpoint estimation). It provides images of nine object classes taken under controlled conditions w.r.t. viewpoint (three discrete different camera distances, three elevations, and eight azimuth angles) but exhibiting considerable background clutter and challenging lighting variations. Viewpoint estimation on this dataset is typically phrased as an 8-class classification problem (one class per azimuth angle).

**EPFL Multi-view cars.** This dataset \[6\] has been recorded in the course of a car exhibition, where cars are presented to the audience on rotating platforms. While it features only a single object per image, lighting conditions are challenging (bright lights lead to specularities and saturation effects). Viewpoint annotations are almost angle-accurate (derived from platform rotation speed) and provide for a challenging fine-grained viewpoint estimation benchmark.

**KITTI.** The KITTI dataset \[2\] has been recorded from a moving vehicle driving through the city of Karlsruhe. It comes with manual BB and viewpoint annotations derived from 3D Lidar scans. It is challenging due to significant amounts of occlusion.

4.2 Structured output learning

We first compare the performance of our structured output learning framework (DPM-VOC, DPM-VOC+VP, DPM−Hinge, DPM−Hinge−VP, DPM−VOC+VP) to the standard DPM. We evaluate on the following three data sets: Pascal VOC 2007, 3D Object Classes, and Pascal3D+. In all experiments, we use images from the respective data sets for training, following the protocols established as part of the data sets.

**2D Bounding box localization.** Tab. 2 gives results for 2D BB localization on the Pascal VOC 2007 dataset, according to the Pascal criterion, reporting per-class average precision (AP). It compares our DPM-VOC (row 2) to the DPM-Hinge \[59\] (row 1) and to the multi-kernel learning approach of Vedaldi et al. \[63\] (row 3), both of which are considered to be among the state-of-the-art on this data set. We first observe that DPM-VOC outperforms DPM-Hinge on 18 of 20 classes, and \[63\] on 8 classes. While the relative performance difference of 1.1% on average (31.4% AP vs. 30.3% AP) to DPM-Hinge is moderate in terms of numbers, it is consistent and speaks in favor of the structured loss over the standard hinge loss. In comparison to \[63\] (32.1% AP), DPM-VOC loses only 0.7% while the DPM-Hinge has 1.8% lower AP. We note that \[63\] exploits a variety of different features for performance, while the DPM-VOC and DPM-Hinge use HOG features only.

Fig. 5 (left) gives the corresponding results for 9 3D Object Classes, comparing DPM-Hinge (col. 1), DPM-Hinge-VP (col. 2), and DPM-VOC+VP (col. 3), where we initialize and fix each component of the DPM-Hinge with training data from just a single viewpoint, identical to DPM-VOC+VP. We observe a clear performance ordering, improving from DPM-Hinge over DPM-Hinge-VP to DPM-VOC+VP, which wins for 5 of 9 classes. While the average improvement is again moderate (performance increases from 88.0% over 88.4% to 88.7% AP), it confirms the benefit of the structured output objective, compared to the classification one.

**Viewpoint estimation.** Figure 5 (right) gives results for viewpoint estimation, phrased as a classification problem, distinguishing among eight distinct azimuth angle classes. In line with previous work \[3, 29\], we
report the mean precision in pose estimation (MPPE) on true positive detections according to the Pascal criterion (equivalent to the average over the diagonal of the confusion matrix). While there is an explicit association between mixture components and viewpoints for DPM-Hinge-VP and DPM-VOC+VP, we let the DPM-Hinge predict the most likely viewpoint by collecting votes from training example annotations for each component.

Clearly, the explicit association between viewpoint components and mixtures improves performance by applying a structured rather than hinge-loss (87.1% DPM-VOC+VP vs 74.7% DPM-Hinge-VP). A nice side effect is that training becomes considerably faster when fixing the mixture component assignments.

**Simultaneous BB localization and viewpoint estimation.** So far, we have evaluated viewpoint estimation under rather special conditions. We have considered with 3D Object Classes a dataset for which 2D BB localization performance has essentially saturated beyond 95% AP for many classes. Then, we have evaluated viewpoint estimation entirely separately from 2D BB localization, on successful detections. While this is in line with standard evaluation procedures and prior work, it seems artificial for higher level applications, such as scene-understanding, or object tracking which require to solve both tasks simultaneously.

We hence turn to the recently proposed Pascal3D+ dataset that is both highly challenging in terms of 2D BB localization and comes with viewpoint annotations that allow to evaluate AVP (Sect. 4.1) in four different granularities (4, 8, 16, and 24 viewpoint classes). As baselines we again use DPM-Hinge, as well as the VDPM introduced in [4]. The VDPM is a viewpoint initialized DPM (similarly to DPM-Hinge-VP), except that [4] flips the viewpoint components, resulting in twice as many components compared to DPM-VOC+VP.

Table 3 provides the corresponding AVP results and also gives separate 2D BB localization AP results as a reference. In terms of AP, DPM-VOC+VP (24.5%, 22.2%, 17.9%, and 14.4% for the 4 different viewpoint granularities) outperforms both the VDPM (19.5%, 18.7%, 15.6%, 12.1%) and the DPM-Hinge (21.1%, 13.2%, 7.5%, 3.0%) by large margins, for all viewpoint granularities (it improves over the VDPM by 5.0%, 3.5%, 2.3%, and 2.3% respectively, and over the DPM-Hinge by 3.4%, 9.0%, 10.4% and 11.4%). Interestingly, DPM-VOC+VP can better deal with opposing object viewpoints than VDPM, since it explicitly incorporates the viewpoint loss.

In terms of pure 2D BB localization, our DPM-VOC+VP with 27.5%, 28.8%, 29.0%, 28.2% outperforms the DPM-Hinge (28.2%, 26.8%, 25.4%, 23.5%) on 3 of 4 viewpoint granularities. Compared to VDPM (26.8%, 29.9%, 30.0%, 29.5%), DPM-VOC+VP is slightly worse (0.7% on average), which can be attributed to the fact that VDPM flips the viewpoint components, thus effectively having two components per viewpoint.

### 4.3 3D Object class representations

In the previous section, we confirmed improvements from the structured output learning framework for 2D BB localization and viewpoint estimation over the standard DPM. Here, we analyze the impact of adding 3D information, by first introducing a 3D part parameterization (DPM-3D-Constraints) and then adding 3D part displacement and continuous appearance models (3DPM). Experiments are conducted on 3D Object Classes, KITTI and Pascal VOC 2007.

In addition, we examine the effect of adding synthetic data in the form of rendered 3D CAD models (Sect. 3.4) to the respective training sets of real-world images, resulting in two different training data settings: (i) real data only, and (ii) mixed data (real and synthetic). Please note that both DPM-3D-Constraints and 3DPM always employ 3D CAD models for establishing a 3D coordinate system, irrespective of whether synthetic images are used for training appearance models.

**3D Object Classes.** Table 4 compares the DPM-VOC+VP, DPM-3D-Constraints, and 3DPM with state-of-the-art results on 3D Object Classes [3], distinguishing 2D and 3D object class representations. We make the following observations. First, DPM-VOC+VP (91.3% AP, 91.6% MPPE) outperforms all other methods on average (last row) as well as on 6 of 9 classes. It outperforms the next best prior result of 82.3% AP and 81.3% MPPE obtained by the Aspect Layout Model (ALM) [5] by 9.0% and 10.3% respectively, despite the ALM making
use of additional human annotation in the form of aspect layout parts. Second, the top performance of DPM-VOC+VP is almost matched by both of our 3D object class representations, DPM-3D-Constraints (89.6% AP, 91.1% MPPE) and 3D\(^2\)PM (90.4% AP, 89.4% MPPE). This is remarkable since the 3D representations put additional (3D) constraints on the learned model, while DPM-VOC+VP is only bound by the combined localization and viewpoint loss, directly optimizing for the task at hand without any additional constraints. And third, we see that our models also compare favorably to prior work that has specialized on certain object classes, such as cars. Specifically, 3D\(^2\)PM outperforms the voting-based approach of [28] (99.2% AP, 85.3% MPPE) which relies on 3D reconstructions of the object class of interest as training data.

**KITTII.** Table 6 provides 2D BB localization and viewpoint estimation results on the challenging KITTI dataset for our models, trained from either purely real or mixed training data. We split the dataset into three equal sets, used for training, validation and testing. Starting with the real data setting, we observe that all our models consistently outperform the DPM-Hinge: the improvements in average AP range from 0.6% (3D\(^2\)PM) over 2.2% (DPM-3D-Constraints) to 5.8% (DPM-VOC+VP) and in MPPE from as much as 22.3% (3D\(^2\)PM) over 26.9% (DPM-3D-Constraints) to 29.3% (DPM-VOC+VP). Comparing our different models, the DPM-VOC+VP performs best (47.7% AP, 54.3% MPPE), followed by DPM-3D-Constraints (44.1% AP, 51.9% MPPE) and 3D\(^2\)PM (42.5% AP and 47.3% MPPE) – it seems that the added expressiveness of our 3D models DPM-3D-Constraints and 3D\(^2\)PM comes at a (moderate) cost w.r.t. performance, which we attribute to occlusion. 3D\(^2\)PM performs worse on medium to highly occluded objects, compared to DPM-VOC+VP. On the 0-20% occlusion level, 3D\(^2\)PM (79.2%) achieves 0.3% better performance than DPM-VOC+VP (78.9%), but on the rest of the occlusion levels it is consistently worse (e.g. on 60-80% DPM-VOC+VP is better by 3.0%).

Adding synthetic training images improves the performance of our models mostly for viewpoint estimation: DPM-3D-Constraints improves by 2.4%, from 51.9% to 54.3% MPPE, and 3D\(^2\)PM from 47.3% to 47.7% MPPE. For 2D BB localization, only 3D\(^2\)PM improves by 1.5% from 42.5% to 44.0% AP, while the other models lose performance (DPM-VOC+VP loses 0.5% AP, DPM-3D-Constraints loses 1.7%). We attribute this mixed behavior to the fact that synthetic training images come with perfect, angular accurate viewpoint annotations (improving viewpoint estimation), but often deviate from real-world training images in terms of appearance, at least for the chosen type of edge-based rendering – we leave improving the rendering quality for future work. Fig. 6 shows qualitative results on KITTI and 3D object classes.

Table 5 shows the results in terms of AP and AOS (average orientation similarity) [2], now on the KITTI testing set. DPM-VOC+VP (39.7%), DPM-3D-Constraints (35.4%) and 3D\(^2\)PM (36.7%) outperform the DPM-Hinge (34.4%) across all the classes.

**Pascal VOC 2007.** So far, we have compared 3D\(^2\)PM only to 3D object models on the 3D object classes dataset. Next, we want to compare its performance to 3D object models, now on challenging datasets. 3D object models traditionally have issues when performing object detection on challenging benchmarks due to the large pose, shape, occlusion, and size variation that these benchmarks exhibit. To that end, we compare 3D\(^2\)PM on the Pascal VOC 2007 dataset to the 3D voting scheme in [28], as it is the only 3D object model we have...
found that reports performance numbers on challenging benchmarks. 3D²PM-D achieves 62.2% AP on the car class outperforming the previous best 3D Object Model result of 32% AP of [28] by a large margin, while it is comparable to DPM-3D-Constraints (63.1%) and slightly worse than DPM-VOC (65.7%).

### 4.4 3D Deformations and continuous appearance

While accurate 2D BB localization and viewpoint classification into coarse classes can be achieved with a purely view-based 2D (DPM-VOC+VP, Sect. 4.2) or 3D (DPM-3D-Constraints, Sect. 4.3) object class representation, estimating viewpoint on a finer level of granularity demands a proper 3D object class model with 3D deformations and continuous appearance, such as 3D²PM. In this section, we hence highlight the ability of our 3D²PM to predict viewpoint up to arbitrary granularity. To that end, we use the EPFL Multi-view cars dataset (Sect. 4.1), due to its angle-accurate viewpoint annotations and uniform sampling of the viewing circle.

**Arbitrarily fine viewpoint estimation.** In order to assess the ability of our 3D²PM models to generate viewpoint estimates of arbitrarily fine granularity, we train 3D²PM-C with a varying number of \( k \) \in \{8, 12, 16, 18, 36\} support views, interpolating to a varying number of predicted views of increasing resolution \( d \) \in \{45°, 30°, 22.5°, 20°, 10°, 8°, 5°\}. Fig. 7 plots the corresponding results for 3D²PM-C-Lin (left) and 3D²PM-C-Exp (right) as surfaces of MAE over \( k \) and \( d \).

For both models, we observe that both, increasing \( k \) for fixed \( d \) and decreasing \( d \) for fixed \( k \), in fact results in lower angular error in most cases, highlighting the benefit of the 3D continuous representation. The respective minima are attained at \( k = 36, d = 5° \) (4.62° MAE for 3D²PM-C-Lin and 4.70° for 3D²PM-C-Exp), approaching the dataset viewpoint label noise.

**Comparison to state-of-the-art.** Table 4 reports MAE for our 3D²PM models at 5° resolution comparing to state-of-the-art. The 3D²PM-D, 3D²PM-C-Lin, and 3D²PM-C-Exp models with \( k = 8 \) achieve 12.89°, 12.43° and 12.63° MAE outperforming by almost 12° the best published result of 24.8° of [28].

Table 8 gives a comparison to prior results that had been measured in terms of 2D BB localization (AP) and viewpoint estimation performance (MPPE) rather than MAE (note that MPPE is measured according to the respective number of support views and is not comparable across table rows). We observe that our models outperform prior results in AP and MPPE by significant margins. 3D²PM-C-Lin (99.7% AP, 80.6% MPPE) performs best on average, outperforming [29] (91.0% AP, 73.7% MPPE) by 8.7% and 6.9% for 8 support views, and by 1.8% and 7.5% for 16 views, respectively. Interpolation (3D²PM-C-Lin and 3D²PM-C-Exp) consistently improves performance by around 2−3% over 3D²PM-D in terms of MPPE, and 3D²PM-C-Lin is around 1−2% better than 3D²PM-C-Exp on average.

**Coarse-to-fine viewpoint inference.** As we go towards arbitrarily fine viewpoint estimation with 3D²PM-C, we increase the number of model evaluations for a given position and viewpoint (atomic operation), increasing inference complexity. We thus propose a coarse-to-fine inference scheme that reduces the number of operations while not sacrificing too much performance. It uses a greedy binary search to recursively partition the space of candidate viewpoints considered.

Table 9 gives results at 5° on EPFL, comparing 3D²PM-C with \( k = 36 \) and full inference (row 1) to the same model with coarse-to-fine inference (row 2), starting with 12 views at the coarse level, and two reference models with \( k \in 12, 16 \). While achieving almost 5 times faster runtime (0.48×10¹⁰ vs. 2.2×10¹⁰ atomic operations), we obtain comparable AP (99.0% vs. 99.9% AP) and only
confirming the ability to deliver expressive object hypotheses. Therefore, the models presented in this paper take a step forward towards bridging the gap between object detection and higher level tasks like scene understanding and 3D object tracking.

**TABLE 9: Detection (AP) and vp. estimation (MAE).** Full vs. coarse-to-fine inference.

<table>
<thead>
<tr>
<th>AP / MAE</th>
<th>at 5°</th>
<th>#atomic operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>3DPM-C vp36 full</td>
<td>99.9 / 4.62</td>
<td>2.20×10^10</td>
</tr>
<tr>
<td>3DPM-C vp36 coarse to fine</td>
<td>99.0 / 7.90</td>
<td>0.48×10^10</td>
</tr>
<tr>
<td>3DPM vp12</td>
<td>99.9 / 7.90</td>
<td>2.20×10^10</td>
</tr>
<tr>
<td>3DPM vp16</td>
<td>99.8 / 6.59</td>
<td>2.20×10^10</td>
</tr>
</tbody>
</table>

TABLE 10: Ultra-wide baseline matching performance, measured by the fraction of correctly estimated fundamental matrices. 

<table>
<thead>
<tr>
<th>Azim</th>
<th>SIFT</th>
<th>DPM-3D-C</th>
<th>DPM-3D-C</th>
<th>20</th>
<th>3DPM-12</th>
<th>3DPM-20</th>
</tr>
</thead>
<tbody>
<tr>
<td>45°</td>
<td>2.0%</td>
<td>55.0%</td>
<td>49.1%</td>
<td>54.2%</td>
<td>47.2%</td>
<td>38.5%</td>
</tr>
<tr>
<td>90°</td>
<td>0.0%</td>
<td>60.0%</td>
<td>42.9%</td>
<td>51.4%</td>
<td>54.3%</td>
<td>77.1%</td>
</tr>
<tr>
<td>135°</td>
<td>0.0%</td>
<td>52.0%</td>
<td>55.2%</td>
<td>51.2%</td>
<td>44.8%</td>
<td>58.6%</td>
</tr>
<tr>
<td>180°</td>
<td>0.0%</td>
<td>41.0%</td>
<td>52.9%</td>
<td>70.6%</td>
<td>70.6%</td>
<td>70.6%</td>
</tr>
<tr>
<td>AVG</td>
<td>0.5%</td>
<td>52.0%</td>
<td>50.0%</td>
<td>57.1%</td>
<td>54.2%</td>
<td>66.4%</td>
</tr>
</tbody>
</table>

slightly worse MAE (7.0° vs. 4.62° MAE), and comparable performance to the reference models, but at much lower computational cost. More sophisticated methodologies for approximate inference, such as Branch and Rank [65], could further improve run-time.

### 4.5 3D Part correspondences

Lastly, we leverage the 3D nature of DPM-3D-Constraints and 3DPM to match parts across different viewpoints, as it is required in multi-view scene understanding or object tracking. In order to quantify this ability, we perform ultra-wide baseline matching as established by [64], and measure how often a fundamental matrix relating two views of the same object can be estimated from putative part correspondences.

Table 10 compares DPM-3D-Constraints and 3DPM with 12 and 20 parts, respectively, to raw SIFT matches and [64], for baselines from 45° to 180°. We observe that both DPM-3D-Constraints (57.1%) and 3DPM (66.4%) with 20 parts outperform the prior result of [64] (52.0%) by considerable margins of 5.1% and 14.4%, respectively.

### 5 Conclusion

This paper extends the DPM [1] to include viewpoint and 3D geometry information, thus bringing the world of 2D object detectors and 3D object representations closer. By adding 3D geometry information on three different levels (viewpoints, part parameterization and part distributions), in this work we have provided a palette of object detectors, which gradually and successfully introduce object geometry into the DPM. The 3DPM extends the DPM to a full 3D object model. It leverages 3D information from CAD data, performing viewpoint estimation at arbitrarily fine granularity.

In an extensive experimental study on several datasets with varying level of difficulty, and on several different classes we have shown that the presented models achieve state-of-the-art performance in terms of viewpoint estimation and ultra-wide baseline part matching, confirming the ability to deliver expressive object hypotheses. Therefore, the models presented in this paper take a step forward towards bridging the gap between object detection and higher level tasks like scene understanding and 3D object tracking.
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