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Figure 1: Using different presentation frame rates yields different looks of the motion picture: higher rates reduce visibility of artifacts such
as strobing and judder, whereas lower rates contribute to the “cinematic look” of the film. We introduce a technique that enables emulating the
look of any presentation frame rate up to the display system frame rate. The frame rate in the content processed with our method can vary
continuously, in both the spatial and the temporal dimensions. Deer sequence: (CC) Jeffrey Beach

Abstract

The visual quality of a motion picture is significantly influenced
by the choice of the presentation frame rate. Increasing the frame
rate improves the clarity of the image and helps to alleviate many
artifacts, such as blur, strobing, flicker, or judder. These benefits,
however, come at the price of losing well-established film aesthetics,
often referred to as the “cinematic look”. Current technology leaves
artists with a sparse set of choices, e.g., 24 Hz or 48 Hz, limiting
the freedom in adjusting the frame rate to artistic needs, content,
and display technology. In this paper, we solve this problem by
proposing a novel filtering technique which enables emulating the
whole spectrum of presentation frame rates on a single-frame-rate
display. The key component of our technique is a set of simple yet
powerful filters calibrated and evaluated in psychophysical experi-
ments. By varying their parameters we can achieve an impression
of continuously varying presentation frame rate in both the spatial
and temporal dimensions. This allows artists to achieve the best
balance between the aesthetics and the objective quality of the mo-
tion picture. Furthermore, we show how our technique, informed
by cinematic guidelines, can adapt to the content and achieve this
balance automatically.
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1 Introduction

With the recent release of Peter Jackson’s Hobbit trilogy in the HFR
(high frame rate) format, another attempt was made to break with
the almost century-old tradition of shooting films at 24 frames per
second. It has been announced that Andy Serkis’ Animal Farm and
the sequels of James Cameron’s Avatar will also employ high frame
rates; thus, one can already talk about an emerging trend in film-
making, which is backed by the presence of temporal up-sampling
capabilities in most modern home entertainment systems. Increasing
the acquisition and presentation frame rate helps to alleviate many
artifacts of motion pictures, such as blur, strobing, flicker, or double
edges, and thus leads to a more faithful image reproduction. These
artifacts, however, contribute to the well-established aesthetics of
the film, and the reactions of the audiences to the increased frame
rate have been mixed so far. Many commentators contrast the classic
“other-worldly, cinematic look” of 24-fps motion pictures with the
“cheap, soap-opera look” of films presented at higher frame rates.
This is a paradoxical situation in which improving the objective
reproduction quality leads to an inferior subjective experience. At
the same time, many people prefer the cleaner look of high frame
rates, and a well-grounded argument has been put forward that
increasing the frame rate helps to minimize the visual discomfort
experienced during stereoscopic viewing.

It seems that high frame rates work better for some types of content
than others (e.g., documentaries, sports events) or even certain types
of shots within a single film (e.g., establishing shots). The choice
of the frame rate, therefore, could be seen as a creative decision,
and it was suggested that variable frame rates should be employed,
so that the artist can select on a case-by-case basis the frame rate
that best serves the storytelling purpose [Quesnel et al. 2013]. So-
lutions combining two different frame rates have been proposed;
however, they still give a rather limited control over the look of the
film. In their short film Lucid Dreams of Gabriel, Disney Research
[2015] demonstrated how to embed lower-frame-rate content within
a higher-frame-rate sequence (6 fps and 24 fps within 48 fps). It
remains unclear, however, how to embed content whose frame rate
is not a divisor of the higher frame rate without introducing video
stutter. Similarly, Trumbull and Jackson [2013] discuss only cer-
tain combinations of frame rates, without the possibility to vary the
frame rate continuously. Due to this limited choice of frame rate
pairs, in certain situations either the film aesthetics or its objective
quality has to be compromised.
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To solve this problem, we introduce a technique that, given a stan-
dard, single-frame-rate display, enables emulation of the whole
spectrum of lower presentation frame rates without introducing low-
frequency judder. The novelty of our approach lies also in the ability
to smoothly vary the frame rate in both the spatial and the temporal
dimensions (see Fig. 1). This gives artists more creative freedom
and enables them to achieve the best balance between the aesthetics
and the quality of the motion picture. Our technique can operate
automatically by analyzing the optic flow in the scene and locally
adjusting the frame rate based on cinematic guidelines. Our paper
makes the following contributions:

• a technique for continuous interpolation between different
frame rates,

• a perceptual study calibrating the interpolation so that it can
emulate different presentation frame rates,

• evaluation of the proposed technique,

• an automatic application locally minimizing the emulated pre-
sentation frame rate for optimized cinematic effect.

2 Related Work

The appearance of motion in a video is strongly dependent on the
characteristics of the employed camera and display. Due to the
inherently discrete nature of the acquisition and presentation process,
distortions of the motion often become apparent. In this section, we
review the most common motion reproduction artifacts and discuss
specific camera and display designs that try to actively influence the
appearance of motion.

2.1 Motion Reproduction Artifacts

Differences between the real-world motion and the sampled motion
can be treated as a distortion signal, whose spatial and temporal
properties determine its detectability by the visual system [Daly
1998]. Watson [2013] presented a theoretical framework for distor-
tion detection, accounting for virtually all important characteristics
of modern imaging systems. However, it is not clear how to account
for the distortion magnitude and correlate it with the appearance of
different distortion manifestations, such as motion blur, strobing,
repeated edges, or flickering, since they are often hard to isolate.
Daly et al. [2014] and Hoffman et al. [2011] measured the visibility
of such artifacts in extensive psychophysical experiments, and they
found out that artifacts become more visible with decreasing frame
rate as well as with increasing velocity and image contrast. Since
the contrast sensitivity changes with the base luminance, the image
brightness can potentially affect the artifact visibility [Hoffman et al.
2011]. However, this was not observed for typical display brightness
levels [Daly et al. 2014]. In what follows, we briefly characterize all
these artifacts and the ways one can influence their appearance.

Motion Blur Due to the use of rotary disc shutters in motion pic-
ture cameras, the exposure time in cinematography is often referred
to as the “shutter angle”, and measured in degrees, with 360◦ corre-
sponding to the time that elapses between two consecutive exposures,
180◦ corresponding to half that time, 90◦ to one fourth, etc. The
shutter angle of 180◦ is widely considered standard, and for a typical
24-fps film this means 1/48 s of exposure. Motion blur, the result
of extended exposure time, is commonly used in motion picture
photography to reduce spatio-temporal aliasing or to meet certain
artistic goals, and many rendering systems simulate finite exposure
time to provide similar capabilities [Sung et al. 2002]. Emulation
of arbitrary shutter angles can be relatively easy achieved in a post-
process by blending consecutive frames interpolated along optical
flow trajectories [Brostow and Essa 2001].

The perception of motion blur is highly non-linear. Daly et al. [2014]
observed a clear motion artifact reduction for the shutter angles over
90◦. This observation is consistent with the outcome of motion blur
matching experiment by Navarro et al. [2011], where a high number
of incorrect matches was found for shutter angles below 180◦. This
was attributed to strong strobing artifacts that dominated the blur
appearance. Motion sharpening effects have been observed for
blurred patterns moving with high velocity [Westerink and Teunissen
1995].

Repeated Edges Repeated edges (edge banding, ghosting) ap-
pear when the frame rate is insufficient to reproduce fast motion
[Watson 2013], or too-short exposure times are used [Stengel et al.
2015]. Edge banding is reduced when motion is actively tracked
by the eyes, although this observation does not hold in the case of
repeated frame flashing (as in cinema projectors), when more band-
ing can be observed for the tracked object [Hoffman et al. 2011].
Interestingly, eye motion has little influence on the visibility of other
artifacts such as flicker and strobing [Hoffman et al. 2011]. The
ghosting visibility can be reduced by increasing motion blur or de-
creasing contrast of moving objects, but the approach that is the
least invasive in terms of the image appearance is to increase the
frame rate. This effectively reduces gaps between edge duplicates
and in the limit leads to their fusion into a less objectionable blurred
percept. Obviously, the same effect can be achieved by reducing the
object speed, and in particular the visibility of banding artifacts does
not change significantly when the ratio between the frame rate and
velocity is constant [Hoffman et al. 2011]. Ghosting incarnations
unrelated to object motion can also arise for certain rendering tech-
niques, e.g., blending of different views in image-based rendering
[Vangorp et al. 2011] or cross-talk between views in stereoscopic
and light-field displays [Zwicker et al. 2006; Chai et al. 2000]. The
strong negative impact of ghosting on the image quality is consis-
tently stressed in all discussed scenarios.

Strobing Short exposures result in strobing, i.e., discontinuous,
stuttered motion, which can be reduced by increasing motion blur
[Navarro et al. 2011]. In particular, strong strobing effects can be
seen at high-contrast features during fast panning of the camera at
low frame rates [Stengel et al. 2015].

Flickering Flickering perception is often characterized by the
critical flicker frequency (CFF), which is the frame rate that is re-
quired for steady perception (fusion) of temporally changing patterns
[Kalloniatis and Luu 2009]. The CFF increases with contrast of flick-
ering patterns as well as with display brightness (the Ferry-Porter
law) [de Lange 1958]. The spatial extent of the flickering pattern af-
fects the CFF, which may drop even below 40 Hz for stimuli smaller
than 0.3◦ of visual angle [Mäkelä et al. 1994]. The flicker visibil-
ity is reduced in hold-type displays or those with repeated frame
flashing [Watson 2013].

With the trend toward larger and brighter displays as well as faster
moving images, all discussed distortions will become even more
noticeable [Daly et al. 2014]. Nevertheless, a controlled mixture
of such distortions may result in a desirable motion appearance
akin to the “cinematographic look”. While modeling interactions
of such distortions and independent control of their contributions to
the cinematographic look seems to be an exciting goal [Daly et al.
2014], in this work we introduce a video manipulation technique,
that influences the artifact visibility indirectly, via emulation of
different presentation frame rates. Because of the difficulties in
independent analysis of each discussed distortion, in this work we
distinguish only between the distortions of temporal nature (such as
strobing and flicker), which we collectively denote as judder, and



their spatial counterparts akin to blur.

2.2 Temporal Shaping for Cameras and Displays

Cameras Motion picture acquisition can be seen as a temporal
sampling process, with the pre-filtering kernel size determined by the
shutter angle, i.e., the exposure time. Instead of using a continuous
kernel, a frame can be assembled from a series of aligned short
exposures to control the amount of motion blur [Telleen et al. 2007].
Raskar et al. [2006] used a fluttering high-speed, ferro-electric LCD
shutter to restore the high-frequency content in dynamic scenes. The
Time Filter system [Tessive 2014] uses steerable a liquid-crystal
filter synchronized with the camera shutter to smooth temporal
integration kernels, which results in reduced temporal aliasing. The
newer, digital version of this system, Time Shaper, captures 120
frames per second with a nearly-360◦ shutter and integrates them in
a post-process. This way, kernels with sizes greater than 360◦ and
negative weights (required for theoretically optimal filtering) can
be simulated. Fuchs et al. [2010] pursued this approach for video,
and processed content captured with a high-speed camera (500 fps)
to investigate different reconstruction filters for mapping the input
stream to 60 fps output. In their work, temporal aliasing properties
were analyzed and several editing tools suggested. The main focus
in the above lines of work was on the theoretical properties of the
sampling scheme, with the goal of reducing aliasing, controlling
the motion blur, and developing new cinematic looks. In contrast,
our goal is to closely emulate the appearance of the whole range
of presentation rates and enable fine-scale control over the final
outcome.

Displays Displays present moving objects at discontinuous
(“frozen”) positions, and when the eyes track the motion, the so-
called hold-type blur arises. In contrast to motion blur, it is formed
in the visual system; however, both types of blur have a very similar
appearance [Feng 2006]. One can increase the magnitude of high
frequencies in the image, but the full compensation for their sup-
pression by hold-type blur might not be possible due to a limited
image dynamic range. Hold-type blur is suppressed by reducing
the time span when each frame is displayed. This can be naturally
achieved by some form of temporal up-sampling, e.g., by interpolat-
ing between the existing frames, but also by black-frame insertion
or backlight flashing [Stich et al. 2008; Didyk et al. 2010].

Cinema Before the introduction of sound films, around which time
the standard of 24 fps was born, films were captured and projected
at various frame rates. Sixteen frames per second was considered
standard, but rates much lower as well as much higher than that
were not uncommon, with some productions combining several rates
within one show [Brownlow 1980]. In the early 1980s, Douglas
Trumbull developed the Showscan system running medium-format
film at 60 fps, which gave the audience an experience of extremely
high temporal and spatial resolution. In his experiments, increasing
the frame rate amplified the emotional response in the audience. The
new embodiment of these ideas – the Showscan Digital system –
captures images at 120 fps using a nearly-360◦ shutter. This allows
for integration of the frames, effectively simulating acquisition at
several lower rates [Stump 2014, p. 133]. The proposed system is
complemented by the functionality to automatically combine two
frame rates within one scene, depending on the pixel luminance
temporal variation [Trumbull and Jackson 2013]. We extend this
idea to emulate non-discrete presentation frame rate selection and
smooth rate variation across space and time. A very recent study
by Wilcox et al. [2015] shows, that people generally prefer higher
frame rates. However, the study focused on image quality (motion
smoothness, clarity, etc.), and did not investigate artistic aspects of

frame rate variation (“film look”). Moreover, only stereoscopic 3D
content was used, but this medium seems to be less compatible with
techniques that intentionally reduce image quality.

3 Overview

In this paper, we show how given a single-frame-rate display one can
interpolate between different frame rates and emulate lower presen-
tation frame rates via image temporal filtering. Here, by “emulation”
we mean that the actual frame rate of the video stream and of the
display are equal and constant over time; however, the frames of
the video are synthesized in such a way, that a perception of any de-
sired lower presentation frame rate is obtained. For example, given
a 48 Hz display and a desired frame rate of 36 fps, our technique
produces a 48-fps sequence that, when shown on the 48-Hz display,
closely resembles the same content recorded at 36 fps and shown
on a 36-Hz display. Note that displaying 36-fps content directly on
a 48-Hz display requires doubling of some frames and leads to a
low-frequency stutter.

We derive our technique in two steps: First, we show how to
smoothly interpolate between different presentation frame rates us-
ing our kernel displacement technique (Sec. 4). Second, we perform
a perceptual experiment in which we find the correspondence be-
tween the interpolation parameters and veridical frame rates (Sec. 5).
This enables the emulation of arbitrary lower presentation frame
rates on a single frame rate display.

4 Presentation Frame Rate Interpolation

Before we describe our technique for interpolating between different
frame rates, we formally introduce the concepts of motion picture
acquisition and presentation, which we use to explain our method.

4.1 Motion Picture Acquisition

The acquisition (i.e., sampling) of a given motion picture frame
can be modeled as a convolution of a continuous, time-dependent
signal S with a rectangular filter. The temporal support of the filter
is proportional to normalized shutter w = α/360◦ and inversely
proportional to frame rate f , and is defined as:

rect f ,w(t) =

{
f/w when | t |< w/(2 f ),
0 otherwise.

The temporal sampling positions are always distributed uniformly:
for a given frame rate f , the sampling time of frame Ik is described by
function T f (k) : N→R, T f (k) = t0 + k/ f , where t0 is the sampling
time of I0. Using the above definitions, the sampled frame sequence
is given by:

Ik =
∫

∞

−∞

S(t) · rect f ,w
(
t−T f (k)

)
dt.

An illustration of such a sampling for a 180◦-shutter camera is
provided in Fig. 2a.

4.2 Motion Picture Presentation

Given a display which operates at f frames per second, a sequence
corresponding to the signal S sampled at rate f can be presented
directly. It is also straightforward to present content at frame rates
lower than f that result from dividing the presentation frame rate by
a positive integer (i.e., f/2, f/3, f/4, . . . ). To this end, it is enough
to repeat every frame a fixed number of times, which formally means
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Figure 2: (a) The sampling kernels of an f -fps film captured with
the standard 180◦ shutter. (b) A straightforward emulation of an
( f/2)-fps, 90◦ shutter sequence – the sampling positions of odd
display frames are equal to those of even display frames. As a result,
the display behaves like an ( f/2)-fps one, while still operating at
f frames per second. (c) In order to emulate in-between frame
rates we interpolate the extreme situations from (a) and (b), which is
achieved via kernel displacement, resulting in their uneven spacing.
For clarity, we focus on the kernel placement here; kernel size is
discussed in Fig. 3. At this point, the kernel distribution in (c) does
not correspond to any specific frame rate; the perceptual effect of
this operation is studied in later sections. Note that the positions of
kernels correspond to the sampling time, not to the time when they
are actually displayed. The presentation time is always the same
and is fully determined by the display system.

that for a number of consecutive frames the sampling position of
signal S does not change. For instance, to emulate the ( f/2)-fps
rate every sampling position is used twice, which corresponds to the
following modification of T f :

T ′f (k) =

{
t0 + k/ f for even k,
t0 +(k−1)/ f for odd k.

Note that this leads to a situation in which the acquisition times of
odd frames do not exactly correspond to their presentation times (see
Fig. 2b for an illustration). As a result of this modified sampling, the
display – nominally still operating at f frames per second – emulates
an ( f/2)Hz display. This is an exact emulation, since the obtained
output either closely matches or is equivalent to what would be seen
if a real ( f/2)Hz display and camera were used. In a similar fashion,
one can achieve even lower frame rates by modifying the number of
times each sampling position is repeated.

The above example is a special case of the more general solution
that repeats some – but not all – sampling positions. Such a tech-

nique can be used to emulate arbitrary frame rates, and in fact, it is
routinely used by most video players, which repeat certain frames
when required to play content of a lower frame rate on a display with
a higher frame rate. This approach, however, introduces additional,
unwanted temporal frequencies, causing non-smooth motion (video
stutter), which is easily spotted by the observer. For example, one
can emulate a 40-fps display at the 48-fps playback rate by repeating
every fifth sampling position, but this results in objectionable 8 Hz
stutter. Moreover, when one tries to use this method to spatially
interpolate between different frame rates, a moiré pattern appears.
We provide an illustration of these artifacts in the supplementary
video.

4.3 Smooth Frame Rate Interpolation

We propose a technique that overcomes the above limitations and
enables emulation of arbitrary frame rates below the display frame
rate. An important feature of our solution is that the frame rate can
be smoothly varied over the spatial and temporal domains without
introducing visible artifacts. For clarity of exposition, we describe
how to interpolate between f/2 and f frames per second, where f
is the display frame rate, and we discuss the generalization of the
technique to lower frame rates in Sec. 4.4.

Our key observation is that the difference between the extreme cases
of f fps and f/2 fps is the position of the odd sampling kernels
(Figs. 2a and 2b). To achieve smooth interpolation between these
two situations, we displace kernels of the odd frames to locations
between the two positions corresponding to f/2 and f fps (Fig. 2c).
This operation can be defined using a new function T δ

f , δ ∈ [0,1],
interpolating between the original T f and its modified version T ′f :

T δ
f (k) =

{
t0 + k/ f for even k,
t0 +(k−δ )/ f for odd k.

Note that δ = 0 and δ = 1 provide the sampling for the f -fps and
the ( f/2)-fps case, respectively, i.e., T 0

f ≡ T f and T 1
f ≡ T ′f .

Although displacing kernel positions interpolates between two frame
rates, the exposure time in terms of the shutter angle is not preserved,
because the kernels do not change their width. To solve this problem,
we also interpolate the width of sampling kernels using a generalized
version of the sampling function:

rectγf ,w(t) =

{
(1− γ/2) f/w when | t |< w/((2− γ) f ) ,
0 otherwise,

where γ ∈ [0,1] is an interpolation parameter. The full interpolation
including both sampling positions and the kernel size is illustrated
in Fig. 3. An example of a corresponding image sequence is shown
in Fig. 4.

No displ. Full displ.⅓ displ. ⅔ displ.

capture time

Figure 3: Interpolation between f fps, 180◦ and f/2 fps, 180◦.
From left to right: no displacement, one-third displacement, two-
thirds displacement, and full displacement. Since the shutter angle
is constant, the absolute exposure time at both ends is different, and
it needs to be smoothly interpolated along with the kernel position.
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Figure 5: Results of the calibration experiment. Each point is the average of responses of 10 subjects, and the error bars are the standard
errors of the mean. The upper row corresponds to the displacement parameter d, and the lower row to the shutter angle parameter wt. The
black solid lines in the upper row indicate the displacement proportional to the inverse of the frame rate. The solid lines in the lower row
indicate constant absolute exposure time (the wt value is always relative to the frame rate of 96 fps). See the main text for a discussion.
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Frame 1
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Frame 3

Figure 4: Four frames sampled using kernels from Fig. 3 for a
scene consisting of a ball moving horizontally left to right. Note
the unequal spacing between ball positions in the second and third
columns, and frame doubling in the fourth column. Since the posi-
tions of sampling kernels are displaced but the frames are displayed
at equal intervals, odd frames are displayed “too late” with respect
to their capture time.

Given the above definitions, we can define a new interpolated sam-
pling with parameters δ and γ as follows:

I(δ ,γ)k =
∫

∞

−∞

S(t) · rectγf ,w
(

t−T δ
f (k)

)
dt.

This interpolation technique enables smooth transition between
frame rate f/2 and f fps at shutter angle w; however, it is not clear
what are the perceptual properties of such an operation. We inves-
tigate this issue in Section 5, where we show that our technique
approximates in-between frame rates well, and we relate actual
frame rate and shutter angle combinations to specific values of δ

and γ .

4.4 Arbitrarily Low Frame Rates

The construction described above does not impose any constraints
on frame rate f , and in particular the same technique can be applied
to an ( f/2)Hz display, resulting in interpolation between the rates
of ( f/4) and ( f/2) frames per second. The overlapping kernels

of the ( f/2)-fps emulation (Fig. 2b) can be seen as corresponding
to individual frames of a “virtual” ( f/2)Hz display, and one can
displace them jointly to obtain frame rates between ( f/4) and ( f/2)
fps. This procedure can be repeated indefinitely to obtain arbitrarily
low frame rates. In the proposed displacement scheme some frame
rates (e.g., 8 fps embedded in 24 fps content) are represented using
non-uniformly sampled kernels, even though it would be technically
possible to represent them exactly by frame repetition. Although
this can potentially lead to sub-optimal results at very low frame
rates, where one can easily see individual frames, the benefits of
accounting for all such embeddings in the entire frame-rate range
are not immediately clear. Thus, for simplicity, we use the “divide-
by-two” scheme.

4.5 Preventing Shape Distortion

In our construction, we moved only odd sampling kernels, while
keeping even kernels unchanged. This results in a slight positioning
error of moving objects along the motion direction, and can cause
distortion of the image, particularly visible as slanting of vertical
lines. To avoid this effect, in our implementation we displace both
kernels symmetrically in opposite directions, which is achieved by
modifying function T δ

f as follows:

T δ
f (k) =

{
t0 +(k+δ/2)/ f for even k,
t0 +(k−δ/2)/ f for odd k.

4.6 Implementing Arbitrary Sampling Kernels

Although interpolation parameters δ and γ have been defined glob-
ally for the whole image, the above equation can be generalized to
allow for spatial variation by letting each pixel assume its own δ and
γ . This requires that each pixel be sampled at arbitrary time-points
with a kernel of arbitrary size. In the case of rendered content, such
a sampling could be incorporated directly in the renderer. Mod-
ern renderers can efficiently simulate finite-time exposure, and the
only additional feature we require is that instead of using a single
global temporal sampling kernel, many local sampling kernels are



used. However, when only an input video is available, one needs to
re-sample it in order to obtain the required sampling kernels. We
propose two solutions to this problem: an accurate but costly filter-
ing of a densely-sampled video or an optic-flow-based warping of a
regular video.

4.6.1 Dense Input Video

If the temporal resolution of the input video is high (hundreds of
frames per second), the re-sampling is straightforward and can be
implemented by simple temporal filtering of the input video. Each
pixel of each video frame is considered independently, and its value
is obtained by averaging pixel values at the corresponding position in
all frames that fall within the time interval defined by the kernel. This
approach introduces some temporal quantization of the sampling
kernel; however, given a sufficiently high input frame rate, this
error becomes negligible. The disadvantage of this approach is that
generating a densely-sampled video is a costly process.

4.6.2 Sparse Input Video

When sampling a dense input video is not possible, determining
the value of a given pixel at an arbitrary time-point is not trivial.
In this case, we approximate arbitrary, spatially varying sampling
kernels using frame blending followed by optic-flow-based frame
warping. The preferred format of the input video for this method
is a near-360◦ shutter, at a relatively high f (e.g., 120 or 96). Such
high-frame-rate videos are an emerging standard in the film industry
[Brostow and Essa 2001; Richards 2014; Trumbull and Jackson
2013], enabling synthesis of various frame rates and shutter combi-
nations, which is achieved by dropping some of the frames of the
original video and blending the remaining ones. For instance, by av-
eraging one, two, three, or four consecutive frames, one obtains the
corresponding frame of a 90-, 180-, 270-, or 360-degree, ( f/4)-fps
video, respectively. In-between shutter angles can be approximated
by blending between those outputs. The sequences used in the exper-
iment in Sec. 5 were generated assuming such input. Applying this
method is also possible for lower-frame-rate videos: for instance,
when the input video is a 24-fps, 90-degree one, it can be temporally
up-sampled to 96 fps, 360 degree using frame interpolation. Depend-
ing on the initial frame rate and shutter angle combination, different
kernel sizes can be reproduced with varying degrees of accuracy. At
the very least, the input video can be temporally up-sampled ignor-
ing the shutter angle and a simplified version of the below procedure
can be implemented, with the first step (frame blending) omitted.
The results in Sec. 7 were generated using this approach.

Let Vk denote the k-th frame of the f -fps, 360-degree input video,
Kk ∈ N2→ R+ and Dk ∈ N2→ [0,1] the maps of kernel sizes and
displacements, respectively, and Fk,Bk ∈ N2→ Z2 the correspond-
ing forward and backward optic flow maps (in our experiments we
used the technique by Brox et al. [2004] to estimate these). The
value at Kk(i, j) is the integration time for frame k and the pixel
position (i, j) in seconds multiplied by f (effectively, the number
of 360◦, f -fps kernels covering the intended integration time), and
the value Dk(i, j) is the displacement parameter δ for that pixel. We
proceed in two steps. First, we take an input frame corresponding
to the desired presentation time, and locally blend it with neighbor-
ing frames to approximate the required kernel size (we omit pixel
indexing for clarity; all operations are performed pixel-wise):

V̄k = (clamp(Kk;0,1) ·Vk

+
∞

∑
n=1

1
2
· clamp(Kk−2n+1;0,2) · (Vk−n +Vk+n))/Kk,

where clamp(x;a,b) = min(max(a,x),b). In the above equation, the
preceding and succeeding frames are symmetrically blended with the

current frame, resulting in a weighted average between the nearest
smaller and the nearest larger integration time possible to achieve
by integrating a whole number of frames. For instance, if Kk = 4.2,
the resulting frame V̄k equals (0.6 ·Vk−2 +Vk−1 +Vk +Vk+1 +0.6 ·
Vk+2)/4.2.

Second, we warp the frame by re-projecting each pixel to its posi-
tion in the past or in the future (depending if the frame is even or
odd), with the time-point being determined by the desired kernel
displacement at the given pixel:

V̄k(i, j) 7→

{
V̂k((i, j)+ 1/2 ·Dk(i, j) ·Fk(i, j)) for even k,
V̂k((i, j)+ 1/2 ·Dk(i, j) ·Bk(i, j)) for odd k.

The arrow notation V̄k(i, j) 7→ V̂k(i′, j′) means, that the pixel in the
input image at the position (i, j) is warped to the position (i′, j′)
in the output image. Note that after the warping the actual kernel
at any given position in V̂k is not exactly equal to that given by Kk
and Dk for that position: In this approach, the value of Vk at the
location (i, j), based on Kk and Dk, is splatted to another location
(i′, j′), whereas in the filtering approach for dense videos, the value
V̄k(i, j) is dependent only on pixel values at the same location at
different time-points. However, under the assumption that the kernel
displacement/size and optical flow are locally constant, the outcome
is equivalent in both solutions.

Since this method blends few frames to approximate different kernel
sizes, its accuracy in this respect is admittedly lower when compared
to the dense video approach. However, it has the advantage of a rela-
tively low computation cost, enabling a real-time implementation,
e.g., in TV sets or computer games. Our method relies on optical
flow estimation; therefore, artifacts typical for such algorithms can
at times leak to our results. Since tuning of the flow algorithm was
not the focus of our work, we used a non-optimized optical flow
algorithm with a constant set of parameters and no flow reliability
estimation. In commercial applications either some manual input is
assumed (film post-production) or fine-tuned algorithms with low
artifact visibility are used (TV sets), which likely include smart
strategies of determining when such an upsampling may fail, and
reverting to the original content in such cases. Note that many TV
sets enable the frame interpolation mode by default, and artifacts are
rarely spotted by non-professional users.

5 Parameter Estimation

To investigate the perceptual effect of our interpolation technique,
we establish a mapping between combinations of actual frame rates
and shutter angles and the interpolation parameters δ and γ in the
range 24–96 fps. Although our technique is not limited to f = 96
(e.g., f = 48,60,100, or 120 could be used as well), we believe that
this is the most interesting scenario for our method, because it allows
for an exact emulation of both standard 24 fps and HFR 48 fps. We
derived the mapping in the following calibration experiment.

Subjects and Experimental Setup Ten subjects, including two
authors, took part in the experiment. They were all members of the
computer graphics group. We used an Asus PG278Q display (27-
inch diagonal, native resolution 2560×1440px, maximum refresh
rate 144 Hz) and an Nvidia GeForce GTX 970 graphics card. This
configuration supports Nvidia G-Sync technology, which enables
the system to refresh the display as soon as the frame has been
rendered, without waiting for the next refresh cycle of the display.
Thus, by putting the process to sleep for an appropriate number of
milliseconds, we were able to set the display programmatically to
any frame rate below 144 Hz on the fly. The subjects were seated
ca. 50 cm from the display, but were allowed to freely change their



position. The experiment was conducted in controlled office lighting
conditions.

Stimuli and Procedure The stimulus was a vertical 100 ×
1440px light-gray bar moving left-to-right on a dark-gray back-
ground. When the bar reached the right end of the display, the
motion was restarted from the left end of the display. The subjects
could alternate between the reference bar and the test bar by pressing
the left and the right arrow key, respectively. Both bars were moving
with velocity v ∈ {256px/s, 512px/s, 1024px/s}. The reference
bar was displayed with veridical frame rate fr ∈ {29,34,40,68}
and normalized shutter angle wr ∈ {0.25, 0.5, 0.75}. The test bar
was always displayed using our technique at frame rate ft = 96fps.
Kernel displacement of the test bar could be adjusted via parameter
d ∈ [1,4] by pressing the plus and the minus key, and shutter angle
wt could be adjusted in the range of [0,4] by pressing the ‘[’ and ‘]’
keys. Values of d ∈ [1,2] corresponded to δ ∈ [0,1], whereas values
of d ∈ [2,4] corresponded to δ ∈ [0,1] assuming a “virtual“ frame
rate of f/2 = 48fps achieved by joint displacement of overlapping
kernels (see Sec. 4.4 for explanation). In a single trial, the participant
was asked to adjust the kernel displacement d and shutter angle wt
of the test bar so that its appearance matched the appearance of the
reference bar as closely as possible, and confirm the settings with
the ‘Enter’ key. The whole session consisted of all 3 · 4 · 3 = 36
possible trials in random order, and the time to perform the task was
not limited. We did not test fr ∈ {24,48,96}, since our method can
emulate these rates exactly.

Results and Discussion The results of the calibration experi-
ment are presented in Fig. 5. As can be seen, d is approximately
inversely proportional to the reference frame rate; however, for 34
and 40 fps this value tends to be lower. This is accompanied by sig-
nificantly increased blur in comparison to what would be predicted
by simple matching of the absolute exposure time. In our experience,
the most important factor determining the similarity of the two bars
for frequencies between 24 and 48 fps was the perceived intensity of
judder at the bar edges. As shown in Fig. 6, the displacement values
at the black solid line in Fig. 5 result in the same juddering area.
However, the judder of our emulation has lower frequency than that
of the reference stimulus (24 Hz vs. 29, 34, or 40 Hz). We hypoth-
esize that these deviations of judder area combined with increased
blur compensate for this difference in frequency and result in judder
of equal perceived strength.

When the frame rate of the stimulus exceeds the critical flicker fre-
quency [Kalloniatis and Luu 2009], the changing signal is averaged
by the visual system, and the bar appears blurred (so-called hold-
type blur). Thus, for the highest frame rate (68 fps), the dominant
parameter is the amount of blurring at the edges, since virtually
no judder is visible in this case. A similar effect was observed by
Navarro et al. [2011].

The obtained data points can be interpolated and used to define
improved correspondence between intended frame rate and inter-
polation parameters δ and γ . Although the experiment involved a
modest number of subjects, the larger evaluation study in Sec. 6
proves that the scale of this calibration procedure was sufficient for
our purposes.

6 Evaluation

In the previous section, we found the optimal mapping between
frame rates and the values of the kernel displacement parameter
for synthetic stimuli. However, it still remains to be shown, that
our frame rate emulation leads to possibly similar appearance for
real-world content. In this section we present a perceptual evaluation
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Figure 6: Top: Comparison of a real-world stimulus (left) and a
computer-generated stimulus (right). In each pair we show the hor-
izontal position of a moving vertical bar. Due to smooth pursuit
eye motion, the stimulus’ image is stabilized on the retina. While
real-world stimuli generate constant signal on the retina, computer-
generated stimuli have regions of time-varying periodic signal near
the edges, because the bar “stays behind” due to its position chang-
ing in discrete steps. One such region is delineated by the vertical
dashed lines. Depending on the frame rate of the display, this will
cause judder and/or hold-type blur. Bottom: at d = 2 we achieve
an exact emulation of 48 fps, which has a certain juddering area of
width A (left). In the middle figure, some lower frame rate (48/r) fps
yields a juddering area of width Ar. Setting the displacement pa-
rameter d in our emulation to 2r (right), which corresponds to a
position on the black solid line in Fig. 5, gives a juddering area of
equal width; however, the frequency of flicker is lower (24 Hz).

experiment in which we compare the proposed technique against
a baseline method. Thirty-five naïve, non-expert, paid subjects
took part in the experiment. All had normal or corrected-to-normal
vision. The experimental setup was the same as in the calibration
experiment.

Stimuli and Procedure Eight real-world, 96-fps sequences cho-
sen to cover a wide range of different objects and types of motion
were used as stimuli (see Fig. 7 and the supplemental material).
All were captured with a near-360-degree shutter angle, except two
(Terrace and Chairs) for which the shutter angle was less than 360 de-
grees due to camera limitations, but those sequences were treated in
the same way as the remaining six sequences. We used the OpenCV
2.4.8 implementation of Brox et al.’s [2004] algorithm (alpha =
.2, gamma = 50, scale = .8, inner = 10, outer = 77, solver = 10),
to estimate optic flow in the sequences.

The reference sequences (obtained via optic-flow-based frame in-
terpolation of the original video) were rendered using frame rate
fr ∈ {29,34,40,68} and shutter wr ∈ { fr/96,2 · fr/96} (except for
fr = 68, where only wr = 68/96 was used). The test sequences
were synthesized using our technique (see Sec. 4.6.2) at frame rate
ft = 96fps, with displacement d and shutter wt locally adjusted ac-
cording to the velocities in the video, as determined in the calibration
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Figure 7: Scenes used in the evaluation experiment. The first group
of subjects saw Terrace, Biker, and Chairs scenes, while the other
group of subjects saw the remaining five scenes. Biker sequence:
© Stefan Grandinetti and Harald Brendel, Swing sequence: © Krzysztof Templin.

experiment (Fig. 5). The comparison baseline sequence was ren-
dered using frame rate fb ∈ {48,96}when fr = 68 and fb ∈ {24,48}
otherwise. The value of the baseline shutter wb was set to match the
absolute exposure time of the reference video (the same amount of
blur).

The subjects could switch between the reference, test, and the com-
parison sequence using the arrow keys, with the ‘Up’ key corre-
sponding to the reference sequence, and the ‘Left’/‘Right’ keys
corresponding to the test and comparison sequence in random ar-
rangement. In a single trial, the subject was asked to select one
of the two sequences that looked more similar to the reference se-
quence and confirm the choice with the ‘Enter’ key. The videos
were divided into two groups, one consisting of three videos (Biker,
Terrace, and Chairs) and one consisting of five videos (the remaning
scenes), and each subject was assigned to one of the groups. One
session consisted of all possible trials in random order (3 ·7 ·2 = 42
in the first group and 5 ·7 ·2 = 70 in the second group).

Before the experiment, a control session was performed in which
the frame rate of the reference and the test sequence was set to either
24, 48, or 96 fps and the comparison sequence was set to one of the
remaining two frame rates (thus the test sequence was identical to
the reference, while the comparison sequence had a significantly

different frame rate). Three of the subjects were unable to perform
above the chance level in this setting and were subsequently excluded
from our analysis. In the end, each video in each group was judged
by sixteen subjects.

Results and Discussion The results of the experiment are pre-
sented in Figure 8. In the analysis of the results we included only
comparisons with this baseline frame rate that on average performed
better for the given reference frame rate. For instance, 29 fps ref-
erence sequences were on average much better approximated by
the corresponding 24 fps sequence than by the 48 fps one; thus, we
excluded 29-48 fps comparisons from the analysis. In general, for
29, 34, 40, and 68 fps conditions we assumed baselines of 24, 48, 48,
and 100 fps, respectively. We coded the subjects’ responses as 0-1
binary scores, 1 meaning that in the given trial the subject preferred
our solution over the baseline solution. By averaging scores first
within subjects and then between subjects, we obtained an average
score of 0.74 in the first group and 0.63 in the second group. Both
results are significant: a one-sided sign test (n = 16) rejects the
null hypothesis of a distribution with a 0.5 median at p < 0.0003 in
the first group and p < 0.003 in the second group. We also calcu-
lated scores for each scene separately. As expected, the scenes with
a steady, easy-to-track motion (e.g., Terrace, Swing) were scored
higher than those with complicated motion (e.g., Siri, People). In
particular, Terrace sequence contains a steady, whole-image motion
due to camera panning. Such motion, however, is very common in
cinematography – camera pans, tilts, zooms etc. constitute around
20% of all shots [Salt 2009, p. 371]. Nonetheless, the good score of
Hands sequence shows that scenes with non-trivial motion can also
benefit from using our method.

.84 .71 .65 .74 .72 .69 .64 .54 .54 .63
±.03 ±.05 ±.04 ±.03 ±.04 ±.05 ±.05 ±.05 ±.03 ±.03

Score
SE

.5

Scene
Terrace Biker Chairs Total Swing Hands Cars People Siri Total

Group 1 Group 2

Figure 8: Results of the evaluation experiment. The scores in the
first row were calculated by averaging 0-1 scores within subjects
and then between subjects. The second row shows standard errors
for between-subject averages (n = 16). The scores were calculated
for each scene separately (green bars) and for all scenes within the
group (teal bars). The error bars in the plot are two standard errors
wide.

The baseline methods used nearest standard cinematic frame rates
and had matching amounts of blur, which can be considered the state
of the art in terms of matching the film look [Tessive 2014]. An al-
ternative baseline solution would be to play the motion-interpolated
reference video at 24, 48, or 96 frames per second by dropping or
repeating frames. This method, however, introduces temporal and
spatial artifacts (as discussed in Sec. 4.2 and shown in the supple-
mental video); thus, we did not consider it to be a feasible solution
to the problem addressed in this paper.

In general, our technique turned out to be more similar to the refer-
ence than the baseline sequences. While our parameter calibration in
Sec. 5 could be extended by taking into account more parameters, it
covered the most relevant part of the complex images in the context
of frame rate perception – high-contrast edges. Since our technique
already provides a very good emulation of frame rate looks for



natural (live-action) videos, we think that investigating different
spatial frequencies, contrasts, and motion types would unnecessarily
complicate the method.

We used the warping approach to generate sequences in this experi-
ment; thus, the optical flow estimation artifacts affected the visual
quality of the resulting sequences. Although we used the same
optical flow estimates to generate all three sequences (i.e., refer-
ence, comparison, and test) in each trial, the slight differences in the
artifact visibility might have influenced the result of the experiment.

7 Advanced Applications

Besides the whole-image frame-rate adjustment (sequences used in
the evaluation in Sec. 6), which provides filmmakers with a fine-
grained control of the overall film appearance (motion smoothness
vs. cinematic look trade-off), we propose two advanced applications
of our frame rate interpolation technique. First, it can be used by the
artist to locally apply manual tweaks to the video, based on his or her
artistic vision (see Fig. 9 and sequences Bridge, Door, and Rope in
supplemental material). In contrast to standard techniques, where the
artist is forced to choose from a limited set of possible frame rates
and the changes between frame rates have to be discontinuous, our
technique enables arbitrary frame rate variation. Similarly, smooth
temporal variation of the frame rate can help make the moment of
transition unnoticeable when an abrupt frame-rate change is not
desired.

24 fps

48 fps

Figure 9: The frame rate in the video can be varied according to
manual tweaks provided by the artist. Bridge sequence: (CC) Blender
Foundation | mango.blender.org

In the second application, the velocities in the sequence can be
automatically analyzed and the appropriate frame rate can be applied
locally. For instance, depending on the camera parameters such as
focal length and frame rate, there are certain recommendations as
to the maximum comfortable on-screen speed of any object in the
scene [Hummel 2002, p. 887] [Samuelson 2014, p. 314]. Using
these guidelines, our technique can automatically minimize the
frame rates across the screen in order to maximize the cinematic
look, yet without introducing objectionable artifacts (see Fig. 10 and
sequences Deer, Thom, and Tucson in supplemental material).

In all examples in this section, we emulate frame rates between
24 fps and 48 fps. Since the input videos were shot at 24 fps with
an unknown shutter angle, we decided to preserve the original blur

24 fps

48 fps

Figure 10: The velocities in the video can be analyzed automatically
and mapped linearly to frame rates in order to reduce judder while
preserving the cinematic look. Tucson sequence: (CC) Roger Williams

and we assumed a displacement parameter inversely proportional to
the desired frame rate. In the automatic adjustment examples, we
computed a map of flow magnitudes in the input and blurred them
using a Gaussian blur (the sigma parameter equaled 40 pixels). The
values between 0 and 30 px/frame were linearly transformed to the
range 24–48 and used as a spatio-temporally varying frame rate map
guiding our method (false-color visualization in the video). As a
result, the cinematic look is largely preserved, while the regions with
most flicker are de-emphasized.

8 Conclusions and Future Work

In this paper we introduced a technique for emulating the whole
range of frame rates on a single-frame-rate display. It allows for
smooth spatio-temporal variation of the frame rate for maximum
creative freedom of filmmakers. To our knowledge this is the first
technique of its kind, and we believe that such a fine control will be
crucial for full leveraging of high-frame-rate cameras. Furthermore,
we demonstrated how our technique can automatically minimize
the frame rate based on the local velocity distribution, ensuring a
maximal “cinematic look” without introducing objectionable arti-
facts. The technique is easy to implement and can be used both
for animation and live-action films. Since usually the frame rate of
the input video will not be high enough to apply a straightforward
filtering (Sec. 4.6.1), the optic-flow-based image warping needs to
be used (Sec. 4.6.2). In this case the technique inherits limitations of
optic flow estimation algorithms: large velocities, non-Lambertian
surfaces, or complex lighting can all negatively affect the results.
Nevertheless, the widespread use of semiautomatic (film production)
or fully automatic (TV sets) optic-flow-based techniques proves that
usually this is not a problem. Our technique can be also easily inte-
grated in TV sets, which already apply frame interpolation, to adjust
the appearance of the videos depending on the content characteris-
tics or user preference. Naturally, higher input frame rates improve
the accuracy of the flow estimation and shutter synthesis, but even a
24-fps video can be used as the input when precise control over the



shutter angle is not required.

The key component of our solution is the temporally varying dis-
placement introduced to the sampling filter. It allows us to control
the perceived strength of judder, which is one of the distinctive fea-
tures of lower-frame-rate motion pictures. As the target frame rate
goes beyond 60 fps the role of this effects gets smaller, and thus, the
contribution of the kernel displacement technique is limited. On the
other hand, there is evidence that humans perceive flicker at rates
as high as 500 Hz [Davis et al. 2015]. This opens up an interesting
question: what is the optimal method of frame rate reduction at very
high frequencies?

As future work we intend to investigate the utility of our technique
for stereoscopic presentation. Although it seems to be immediately
feasible, the image separation protocols between eyes, for example
in time-sequential shutter glasses, might cause additional motion
perception artifacts that would need to be taken into consideration
[Hoffman et al. 2011]. We calibrated our technique using a standard-
sized desktop display. Although the angular coverage in our setup
was relatively large (60 degrees), it would be worthwhile to evaluate
the performance of our technique in the theatrical environment as
well. An interesting avenue for future research would be to explore
the possibilities of integration of our algorithm with specialized
“motion-aware” cameras [Gupta et al. 2010; Agrawal et al. 2010;
Taguchi et al. 2012; Tambe et al. 2013]. Finally, it is unclear how
the human perception of different frame rates changes over time
– it is likely, that some form of frame-rate adaptation exists and
prior experience might play a role as well. In the future it would
be interesting to investigate the long-term temporal properties of
the frame-rate perception and to extend the presented technique by
taking into account any such effects.
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