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Audience

Preface

A standby database is the most effective disaster recovery solution for an Oracle
database because a standby database can be used to run your production system if
your primary database becomes unusable. A standby database can also be used to
remedy problems caused by user errors, data corruption, and other operational
difficulties.

This guide describes Oracle Data Guard concepts, and helps you configure and
implement standby databases.

This preface contains the following topics:
« Audience

« Documentation Accessibility

« Organization

» Related Documentation

« Conventions

Oracle Data Guard Concepts and Administration is intended for database
administrators (DBAs) who administer the backup, restoration, and recovery
operations of an Oracle database system.

To use this document, you should be familiar with relational database concepts and
basic backup and recovery administration. You should also be familiar with the
operating system environment under which you are running Oracle.
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Documentation Accessibility

Our goal is to make Oracle products, services, and supporting documentation
accessible, with good usability, to the disabled community. To that end, our
documentation includes features that make information available to users of
assistive technology. This documentation is available in HTML format, and contains
markup to facilitate access by the disabled community. Standards will continue to
evolve over time, and Oracle Corporation is actively engaged with other
market-leading technology vendors to address technical obstacles so that our
documentation can be accessible to all of our customers. For additional information,
visit the Oracle Accessibility Program Web site at

http://ww. oracl e. confaccessibility/

Accessibility of Code Examples in Documentation JAWS, a Windows screen
reader, may not always correctly read the code examples in this document. The
conventions for writing code require that closing braces should appear on an
otherwise empty line; however, JAWS may not always read a line of text that
consists solely of a bracket or brace.

Organization

XXii

This document contains:
Part I, "Concepts and Administration"

Chapter 1, "Introduction to Oracle Data Guard"
This chapter offers a general overview of the Oracle9i Data Guard architecture.

Chapter 2, "Getting Started with Data Guard"
This chapter introduces physical, logical, and cascading standby databases.

Chapter 3, "Creating a Physical Standby Database”

This chapter explains how to create a physical standby database and start applying
redo logs to it.

Chapter 4, "Creating a Logical Standby Database"

This chapter explains how to create a logical standby database and start applying
redo logs to it.



Chapter 5, "Log Transport Services"

This chapter introduces log transport services. It describes the data protection
modes that protect the production database against loss in the event of an
unplanned outage and it provides procedures and guidelines for configuring log
transport services on a primary and standby database.

Chapter 6, "Log Apply Services"

This chapter introduces log apply services. It provides guidelines for managing log
apply services for physical and logical standby databases.

Chapter 7, "Role Management"

This chapter introduces role management services. It provides information about
database failover and switchover role transitions.

Chapter 8, "Managing a Physical Standby Database”

This chapter describes how to manage a physical standby database. It provides
information on monitoring and responding to events that affect the database role.

Chapter 9, "Managing a Logical Standby Database"

This chapter describes how to manage a logical standby database. It provides
information on applying redo logs, system tuning, and tablespace management.

Chapter 10, "Data Guard Scenarios"

This chapter describes common database scenarios such as creating, recovering,
failing over, switching over, configuring, and backing up standby and primary
databases.

Part Il, "Reference"

Chapter 11, "Initialization Parameters"

This reference chapter describes initialization parameters for each Oracle instance,
including the primary database and each standby database in the Data Guard
environment.

Chapter 12, "LOG_ARCHIVE_DEST_n Parameter Attributes”

This reference chapter provides syntax and examples for the attributes of the LOG _
ARCHI VE_DEST_n initialization parameter.
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Chapter 13, "SQL Statements”

This reference chapter provides SQL statements that are useful for performing
operations on a standby database.

Chapter 14, "Views"

This reference chapter lists views that contain useful information for monitoring the
Data Guard environment. It summarizes the columns contained in each view and
provides a description for each column.

Part Ill, "Appendixes and Glossary"

Appendix A, "Troubleshooting the Standby Database"
This appendix discusses troubleshooting for the standby database.

Appendix B, "Manual Recovery"

This appendix describes managing a physical standby database in manual recovery
mode. It provides instructions for manually resolving archive gaps and renaming
standby files not captured by conversion parameters.

Appendix C, "Standby Database Real Application Clusters Support"

This appendix describes the primary and standby database configurations in a Real
Application Clusters environment.

Appendix D, "Cascaded Redo Log Destinations"

This appendix describes how to implement cascaded redo log destinations,
whereby a standby database receives its redo logs from another standby database,
instead of directly from the primary database.

Appendix E, "Sample Disaster Recovery ReadMe File"
This appendix provides a sample ReadMe file that includes the kind of information

that the person who is making disaster recovery decisions would need when
deciding which standby database should be the target of the failover operation.

Glossary

Related Documentation

Every reader of Oracle Data Guard Concepts and Administration should have read:

XXiV



« The beginning of Oracle9i Database Concepts, which provides an overview of the
concepts and terminology related to the Oracle database server and a
foundation for the more detailed information in this guide. The rest of Oracle9i
Database Concepts explains the Oracle architecture and features in detail.

« The chapters in the Oracle9i Database Administrator’s Guide that deal with
managing the control file, online redo logs, and archived redo logs.

You will often need to refer to the following guides:
«  Oracle9i Data Guard Broker

« Oracle9i SQL Reference

«  Oracle9i Database Reference

«  Oracle9i User-Managed Backup and Recovery Guide
« Oracle9i Recovery Manager User’s Guide

= Oracle9i Net Services Administrator’s Guide

«  SQL*Plus User’s Guide and Reference

If you need to migrate existing standby databases to this Oracle9i release, see
Oracle9i Database Migration for complete instructions. In addition, refer to Oracle9i
Database Concepts for information about other Oracle products and features that
provide disaster recovery and high data availability solutions.

In North America, printed documentation is available for sale in the Oracle Store at

http://oracl estore. oracl e. conf

Customers in Europe, the Middle East, and Africa (EMEA) can purchase
documentation from

http: // wwmv. or acl ebookshop. com

Other customers can contact their Oracle representative to purchase printed
documentation.

To download free release notes, installation documentation, white papers, or other
collateral, please visit the Oracle Technology Network (OTN). You must register
online before using OTN; registration is free and can be done at

http://otn.oracl e.com adm n/ account/ menber shi p. ht m

If you already have a username and password for OTN, then you can go directly to
the documentation section of the OTN Web site at
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http://otn.oracle.con docs/index. htm

To access the database documentation search engine directly, please visit

http://tahiti.oracle.com

Conventions

This section describes the conventions used in the text and code examples of this
documentation set. It describes:

« Conventions in Text

« Conventions in Code Examples

Conventions in Text

We use various conventions in text to help you more quickly identify special terms.
The following table describes those conventions and provides examples of their use.

Convention Meaning Example

Bold Bold typeface indicates terms ~ When you specify this clause, you create an
that are defined in the text or index-organized table.
terms that appear in a glossary,
or both.

Italics Italic typeface indicates book Oracle9i Database Concepts

titles or emphasis. Ensure that the recovery catalog and target

database do not reside on the same disk.

UPPERCASE npbnospace  Uppercase monospace typeface You can specify this clause only for a NUVBER
(fixed-width font) indicates elements supplied by column.
Fhe system. Such eleme_ngs You can back up the database by using the
include parameters, privileges, BACKUP command
datatypes, RMAN keywords, '
SQL keywords, SQL*Plus or Query the TABLE_NAME column in the USER _
utility commands, packages TABLES data dictionary view.
g{/‘g e%e_gzopdsl’i o ‘é‘flms - Use tf(]je DBMS_STATS.GENERATE_STATS
names, database objects and procedure.
structures, usernames, and
roles.
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Convention

Meaning

Example

| ower case nonospace
(fixed-width font)

| ower case nonospace
(fixed-width font)
italic

Lowercase monospace typeface
indicates executables,
filenames, directory names,
and sample user-supplied
elements. Such elements
include computer and database
names, network service names,
and connect identifiers, as well
as user-supplied database
objects and structures, column
names, packages and classes,
usernames and roles, program
units, and parameter values.

Note: Some programmatic
elements use a mixture of
UPPERCASE and lowercase.
Enter these elements as shown.

Lowercase monospace italic
font represents placeholders or
variables.

Enter sqgl pl us to open SQL*Plus.
The password is specified in the or apwd file.

Back up the datafiles and control files in the
/ di sk/ oracl e/ dbs directory.

The depart nent _i d, depar t ment _nane, and
| ocati on_i d columns are in the
hr . depart nent s table.

Set the QUERY_REWRI TE_ENABLED initialization
parameter tot r ue.

Connect as oe user.
The JRepUti | class implements these methods.

You can specify the par al | el _cl ause.

Run Uol d_r el ease.SQ. where ol d_r el ease
refers to the release you installed prior to
upgrading.

Conventions in Code Examples

Code examples illustrate SQL, PL/SQL, SQL*Plus, or other command-line
statements. They are displayed in a monospace (fixed-width) font and separated
from normal text as shown in this example:

SELECT usernane FROM dba_users WHERE usernane =

"M GRATE';

The following table describes typographic conventions used in code examples and
provides examples of their use.

Convention Meaning Example

[1 Brackets enclose one or more optional DECI MAL (digits [ , precision ])
items. Do not enter the brackets.

{} Braces enclose two or more items, one of { ENABLE | Dl SABLE}

which is required. Do not enter the braces.
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Convention

Meaning

Example

Other notation

Italics

UPPERCASE

XXViii

A vertical bar represents a choice of two
or more options within brackets or braces.
Enter one of the options. Do not enter the
vertical bar.

Horizontal ellipsis points indicate either:

«  That we have omitted parts of the
code that are not directly related to
the example

« That you can repeat a portion of the
code

Vertical ellipsis points indicate that we
have omitted several lines of code not
directly related to the example.

You must enter symbols other than
brackets, braces, vertical bars, and ellipsis
points as shown.

Italicized text indicates placeholders or
variables for which you must supply
particular values.

Uppercase typeface indicates elements
supplied by the system. We show these
terms in uppercase in order to distinguish
them from terms you define. Unless terms
appear in brackets, enter them in the
order and with the spelling shown.
However, because these terms are not
case sensitive, you can enter them in
lowercase.

{ENABLE | DI SABLE}
[ COWPRESS | NOCOVPRESS]

CREATE TABLE ... AS subquery;
SELECT col 1, col2, ... , coln FROM
enpl oyees;

SQ.> SELECT NAME FROM V$DATAFI LE;
NAME

/ fs1/ dbs/tbs_01/ dbf
/ fs1/ dbs/ t bs_02/ dbf

/fs1/ dbs/ t bs_09/ dbf
9 rows sel ected.

acct bal NUMBER(11, 2);
acct CONSTANT NUMBER(4) : = 3;

CONNECT SYSTEM syst em passwor d
DB _NAME = dat abase_nane

SELECT | ast _nane, enpl oyee_id FROM
enpl oyees;

SELECT * FROM USER TABLES;
DROP TABLE hr. enpl oyees;



Convention Meaning Example

| ower case Lowercase typeface indicates SELECT | ast _nanme, enpl oyee_id FROM
programmatic elements that you supply. enpl oyees;
For example, lowercase indicates names sal ol us hr/ hr
of tables, columns, or files. atp
CREATE USER nj ones | DENTI FI ED BY

Note: Some programmatic elements use a t y3MU9;

mixture of UPPERCASE and lowercase.
Enter these elements as shown.
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What's New in Data Guard?

This section describes the new Data Guard features in Oracle9i release 2 (9.2) and

provides pointers to additional information. Information about new features from
previous releases is retained to help those users who are upgrading to the current
release.

The following sections describe the new features in Data Guard:
« Oracle9i Release 2 (9.2) New Features in Data Guard

» Oracle9i Release 1 (9.0.1) New Features in Data Guard

Oracle9i Release 2 (9.2) New Features in Data Guard

The features and enhancements described in this section were added to Data Guard
in Oracle9i release 2 (9.2).

« Logical standby database

Until now, there has been only the physical standby database implementation,
in which the standby database performs either managed recovery or read-only
operations. A physical standby database is physically equivalent to the primary
database. While redo logs are being applied to a physical standby database, it
cannot be opened for reporting, and when the physical standby database is
open for reporting, redo logs cannot be applied to it. A logical standby database
has the same logical schema as the primary database, but it may have different
physical objects, such as additional indexes. With logical standby databases, the
database can be available for reporting at the same time you are applying redo
logs to it.
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Data protection modes

The database administrator (DBA) can place the database into one of the
following modes:

— Maximum protection

— Maximum availability

— Maximum performance

These modes replace the guaranteed, instant, rapid, and delayed modes of data
protection available in Oracle9i release 1 (9.0.1).

See Also: Chapter 5, "Log Transport Services" and Chapter 13,
"SQL Statements”
Cascading redo log destinations

A cascaded redo log destination is a standby database that receives its redo data
from another standby database and not from the original primary database. A
physical or logical standby database can be set up to send the incoming redo
data to other remote destinations in the same manner as the primary database,
with up to one level of redirection.

See Also:  Appendix D, "Cascaded Redo Log Destinations"

Oracle9i Data Guard broker
The broker now supports:
— Up to nine physical or logical standby destinations

— Failover and switchover operations

See Also: Oracle9i Data Guard Broker
New keywords for the REMOTE_ARCHI VE_ENABLE initialization parameter
include:
- send

— receive

See Also: Section 5.3.2.1, "Setting Permission to Archive Redo
Logs"



New attributes for the LOG_ARCHI VE_DEST_n initialization parameter
include:

[ NO| TEMPLATE

Defines a directory specification and format for archived redo logs at the
standby destination.

[ NGO NET_TI MEOUT

Specifies the number of seconds the log writer process will wait for status
from the network server of a network operation issued by the log writer
process.

PARALLEL qualifier to the SYNC attribute
Indicates if 1/0 operations to multiple destinations are done in parallel or
in series.

See Also: Chapter 12, "LOG_ARCHIVE_DEST_n Parameter
Attributes"

New syntax added to the ALTER DATABASE statement includes:

ACTI VATE [ PHYSI CAL | LOG CAL] STANDBY DATABASE [ SKI P
[ STANDBY LOGFI LE] ]

COW T TO SW TCHOVER TO { PHYSI CAL | LOG CAL} {PRI MARY |
STANDBY} [[WTH | W THOUT] SESSI ON SHUTDOWN [WAI T |
NOWAI T] ]

[ NO] FORCE LOGG NG

RECOVER MANAGED STANDBY DATABASE [ FI NI SH [ SKI P [ STANDBY
LOGFI LE] [WAIT | NOWAI T]]

RECOVER MANAGED STANDBY DATABASE [ THROUGH {ALL | NEXT |
LAST} SW TCHOVER]

RECOVER MANAGED STANDBY DATABASE [ THROUGH ALL ARCHI VELOG
| [ THREAD n ] SEQUENCE n ]

REG STER [ OR REPLACE] [PHYSI CAL | LOG CAL] LOGFILE
fil espec

SET STANDBY DATABASE TO MAXI M ZE { PROTECTI ON |
AVAI LABI LI TY | PERFORVANCE}

START LOG CAL STANDBY APPLY
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— {STOP | ABORT} LOd CAL STANDBY APPLY

See Also: Chapter 13, "SQL Statements"

« New views were added:
- DBA_LOGSTDBY_EVENTS
- DBA_LOGSTDBY_LOG
- DBA_LOGSTDBY_NOT_UNI QUE
— DBA_LOGSTDBY_PARAMETERS
- DBA_LOGSTDBY_PROGRESS
- DBA_LOGSTDBY_SKI P
- DBA_LOGSTDBY_SKI P_TRANSACTI ON
— DBA_LOGSTDBY_UNSUPPCRTED
-  V$DATAGUARD_STATUS
- V$LOGSTDBY
—  V$LOGSTDBY_STATS

See Also: Chapter 14, "Views"

« New columns were added to existing fixed views:
—  V$ARCHI VE_DEST view:
*  NET_TI MEQUT
*  TYPE
—  V$ARCHI VE_DEST_STATUS view:
*  PROTECTI ON_MCDE
* SRL
— V$DATABASE view:
*  QGUARD_STATUS
*  SUPPLEMENTAL_LOG DATA M N
*  SUPPLEMENTAL_LOG DATA PK
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*  SUPPLEMENTAL_LOG DATA U
*  FORCE_LOGE NG
*  PROTECTI ON_LEVEL

See Also: Chapter 14, "Views"

Existing columns were renamed in existing fixed views:
—  V$ARCHI VE_DEST view:

*  MANI FEST has been renamed to REG STER and values have been
changed to YES and NO.

* REGQ STER has been renamed to REMOTE_TEMPLATE.
— V$DATABASE view:

*  STANDBY_MODE has been renamed to PROTECTI ON_MODE and values
MAXI MUM PROTECTED, MAXI MUM AVAI LABI LI TY,
RESYNCHRONI ZATI ON, MAXI MUM PERFORMANCE, and UNPROTECTED
have been added.

See Also: Chapter 14, "Views"

New values were added to existing columns of existing fixed views:
— TRANSM T_MODE column of the V$ARCHI VE_DEST view:

*  PARALLELSYNC

*  SYNCHRONCUS

*  ASYNCHRONQUS
— REMOTE_ARCHI VE column of the VEDATABASE view:

* send

* receive

See Also: Chapter 14, "Views"

New integer values were added for the LOG_ARCHI VE_TRACE parameter:
— 1024: RFS physical client tracking
— 2048: ARCn or RFS heartbeat tracking
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See Also: Section 6.7.3

Oracle9i Release 1 (9.0.1) New Features in Data Guard

The features and enhancements described in this section were added to Data Guard
in Oracle9i release 1 (9.0.1).

XXXVI

Oracle9i Data Guard.
Oracle8i Standby Database was renamed to Oracle9i Data Guard.
Oracle9i Data Guard broker.

No data loss.

Database switchover.
Archive gaps are automatically detected and transmitted.

Add new datafiles to the primary database without having to manually add
the corresponding datafile to the standby databases.

Background managed recovery mode.
Parallel recovery allows faster recovery on physical standby databases.
Specify up to 10 archive destinations.

Incrementally modify individual attributes of the LOG_ARCHI VE_DEST_n
initialization parameter.

Standby redo logs.

Archiver process (ARCn) on physical standby databases can archive standby
redo logs.

Archive the current redo log, archive an online redo log based on the SCN
(system change number) value when the database is mounted, but not open,
or archive an online redo log when a backup control file is being used. In
previous releases, a current control file was required.

New control options: DELAY, DI SCONNECT, EXPI RE, FI NI SH, NEXT, NODELAY
Support for Standby Databases in Real Application Clusters.
New archive log repository, which is a standalone standby database.

Relationship defined between an archived redo log and an archive
destination.



New initialization parameters: REMOTE_ARCHI VE_ENABLE, FAL_CLI ENT,
FAL_SERVER, STANDBY_FI LE_MANAGEMENT, ARCHI VE_LAG TARGET

New attributes for the LOG_ARCHI VE_DEST_n initialization parameter
include:

~ ARCH | LGWR

— [ NO AFFI RM

— [ NO ALTERNATE

— [ NO DELAY

— [ NO DEPENDENCY
— [ NO MAX_FAI LURE

- [ NO QUOTA_SI ZE

- [ NO QUOTA_USED

— [N REG STER | REQ STER [ =l ocati on_f ormat ]
— NORECPEN

— SYNC | ASYNC

A new range of values and the ALTERNATE keyword were added to the LOG _
ARCHI VE_DEST_STATE n initialization parameter.

One to ten destinations (compared with one to five in Oracle8i) must archive
successfully before the log writer process (LGWR) can overwrite the online
redo logs.

New tracing levels (128, 256, and 512) have been added to the LOG_ARCHI VE _
TRACE initialization parameter.

New clauses have been added to the ALTER DATABASE statement:

— ACTI VATE [ PHYSI CAL] STANDBY DATABASE
[ SKI P [ STANDBY LOGFI LE]]

— ADD [ STANDBY] LOGFILE TO [ THREAD i nt eger]
[ GROUP integer] filespec

— ADD [ STANDBY] LOGFILE MEMBER ’fil enanme’ [REUSE] TO
"l ogfil e-descriptor’

—~ COWI T TO SW TCHOVER TO [ PHYSI CAL]
{PRIMARY | STANDBY} [[NO WAIT]
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~ REG STER [ PHYSI CAL] LOGFILE fil espec
~ SET STANDBY DATABASE { PROTECTED | UNPROTECTED}

Note: In Oracle9i release 2, this syntax was further revised. See the
"Oracle9i Release 2 (9.2) New Features in Data Guard" section.

« New keywords were added to the RECOVER MANAGED STANDBY DATABASE
clause:

~  NODELAY

— CANCEL [ MVEDI ATE] [ NOWAIT]
— [ DI SCONNECT [ FROM SESSI ON| ]
— [FINISH [ NOWAI T] ]

— [PARALLEL [integer]]

- NEXT

- EXPIRE

- DELAY

Note: In Oracle9i release 2, this syntax was further revised. See the
"Oracle9i Release 2 (9.2) New Features in Data Guard" section.

« New fixed views were added:
—  V$ARCH VE_DEST_STATUS
- VS$ARCHI VE_GAP
-  V$MANAGED_ STANDBY
-  V$STANDBY_LOG

See Also: Chapter 14, "Views"

« New columns were added to existing fixed views:
—  V$ARCHI VE_DEST view:
*  AFFIRM
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*  ALTERNATE
*  ARCHI VER

*  ASYNC_BLOCKS
*  DELAY_M NS

*  DEPENDENCY

*  FAI LURE_COUNT
*  LOG_SEQUENCE

*  MANI FEST (This column name was new in Oracle9i release 1; it was
changed to REG STERin Oracle9i release 2.)

*  MAX_FAI LURE

*  MOUNTI D
*  PROCESS
*  QUOTA_SI ZE

*  QUOTA_USED

* REGQ STER (This column name was new in Oracle9i release 1; it was
changed to REMOTE_TEMPLATE in Oracle9i release 2.)

*  SCHEDULE
*  TRANSM T_MODE
*  TYPE

*  New values, ALTERNATE and FULL, have been added to the STATUS
column.

V$ARCHI VED_LOGview:
* APPLI ED

*  BACKUP_COUNT

*  COVPLETI ON_TI ME

*  CREATOR
*  DELETED
* DEST_ID

* DI CTlI ONARY_BEG N
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*

*

DI CTI ONARY_END
REG STRAR
STANDBY_DEST
STATUS
END_OF_REDO
ARCHI VAL_THREAD#

VSLOGview:

*

A new value, | NVALI DATED, was added to the STATUS column.

VSLOGFI LE view:

*

TYPE

V$DATABASE view:

*

*

*

*

*

*

ACTI VATI ON#

ARCHI VELOG_CHANGE#
DATABASE_ROLE
REMOTE_ARCHI VE
STANDBY_MODE

SW TCHOVER_STATUS

V$ARCH VE_DEST_STATUS view:

*

*

STANDBY_LOGFI LE_COUNT
STANDBY_LOGFI LE_ACTI VE

Note: In Oracle9i release 2, new values were added and existing
columns renamed in the VEDATABASE and V$ARCHI VE_DEST fixed
views. See the "Oracle9i Release 2 (9.2) New Features in Data
Guard" section.
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Introduction to Oracle Data Guard

Oracle Data Guard ensures high availability, data protection, and disaster recovery
for enterprise data. Data Guard provides a comprehensive set of services that create,
maintain, manage, and monitor one or more standby databases to enable
production Oracle databases to survive disasters and data corruptions. Data Guard
maintains these standby databases as transactionally consistent copies of the
production database. Then, if the production database becomes unavailable because
of a planned or an unplanned outage, Data Guard can switch any standby database
to the production role, thus minimizing the downtime associated with the outage.
Data Guard can be used with traditional backup, restoration, and cluster techniques
to provide a high level of data protection and data availability.

This chapter includes the following topics that describe the highlights of Oracle
Data Guard:

« Data Guard Configurations

« Data Guard Services

« Data Guard Broker

« Data Guard Protection Modes

« Summary of Data Guard Benefits

1.1 Data Guard Configurations

A Data Guard configuration consists of one production database and up to nine
standby databases. The databases in a Data Guard configuration are connected by
Oracle Net and may be dispersed geographically. There are no restrictions on where
the databases are located, provided that they can communicate with each other. For
example, you can have a standby database on the same system as the production
database, along with two standby databases on another system.
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You can manage primary and standby databases using the command-line interface
or the Data Guard broker, which includes a graphical user interface called Oracle
Data Guard Manager.

1.1.1 Primary Database

A Data Guard configuration contains one production database, also referred to as
the primary database, that functions in the primary role. This is the database that is
accessed by most of your applications.

The primary database can be either a single-instance Oracle database or an Oracle
Real Application Clusters database.

1.1.2 Standby Databases

A standby database is a transactionally consistent copy of the primary database. A
standby database is initially created from a backup copy of the primary database.
Once created, Data Guard automatically maintains the standby database by
transmitting primary database redo data to the standby system and then applying
the redo logs to the standby database.

Similar to a primary database, a standby database can be either a single-instance
Oracle database or an Oracle Real Application Clusters database.

A standby database can be either a physical standby database or a logical standby
database:

« Physical standby database

Provides a physically identical copy of the primary database, with on-disk
database structures that are identical to the primary database on a
block-for-block basis. The database schema, including indexes, are the same. A
physical standby database is kept synchronized with the primary database by
recovering the redo data received from the primary database.

« Logical standby database

Contains the same logical information as the production database, although the
physical organization and structure of the data can be different. It is kept
synchronized with the primary database by transforming the data in the redo
logs received from the primary database into SQL statements and then
executing the SQL statements on the standby database. A logical standby
database can be used for other business purposes in addition to disaster
recovery requirements. This allows users to access a logical standby database
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for queries and reporting purposes at any time. Thus, a logical standby
database can be used concurrently for data protection and reporting.

1.1.3 Configuration Example

Figure 1-1 shows a Data Guard configuration that contains a primary database
instance that transmits redo data to physical and logical standby databases that are
both in remote locations from the primary database instance. In this configuration, a
physical standby database is configured for disaster recovery and backup
operations, and a logical standby database is configured primarily for reporting, but
it can also be used for disaster recovery. You could configure either standby
database at the same location as the primary database. However, for disaster
recovery, Oracle Corporation recommends that you configure standby databases at
remote locations.

Figure 1-1 shows a typical Data Guard configuration in which archived redo logs
are being applied to both physical and logical standby databases.

Figure 1-1 Typical Data Guard Configuration
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Redo Data Apply Redo Logs Physical
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Database
Disaster Recovery
Database Backup Operations
Primary
Database Archived
Redo Logs
Transform
Oracle Redo Data
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Redo Data Statements {—|-] Statements Logical
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Database

Disaster Recovery
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1.2 Data Guard Services

The following sections explain how Data Guard manages the transmission of redo
data, the application of redo logs, and changes to the database roles:

« Log Transport Services
Control the automated transfer of redo data within a Data Guard configuration.
« Log Apply Services

Apply archived redo logs on the standby database to maintain transactional
synchronization with the primary database.

« Role Management Services

Change the role of a database from a standby database to a primary database,
or from a primary database to a standby database using either a switchover or a
failover operation.

1.2.1 Log Transport Services

Log transport services control the automated transfer of redo data within a Data
Guard configuration.

Log transport services perform the following tasks:

« Transmit redo data from the primary system to the standby systems in the
configuration

« Enforce the database protection modes (described in Section 1.4)

1.2.2 Log Apply Services

The redo data transmitted from the primary database is archived on the standby
system in the form of archived redo logs. Log apply services automatically apply
archived redo logs on the standby database to maintain transactional
synchronization with the primary database and to allow transactionally consistent
read-only access to the data.

The main difference between physical and logical standby databases is the manner
in which log apply services apply the archived redo logs:

« For physical standby databases, Data Guard uses redo apply technology, which
applies redo data on the standby database using standard recovery techniques
of the Oracle database server.
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« For logical standby databases, Data Guard uses SQL apply technology, which
first transforms the received redo data into SQL statements and then executes
the generated SQL statements on the logical standby database.

Log apply services perform the following tasks:
« Automatic application of archived redo logs on the standby database

« Automatic detection of missing redo logs on a standby system and automatic
retrieval of missing redo logs from the primary database or another standby
database

1.2.3 Role Management Services

An Oracle database operates in one of two roles: primary or standby. Using Data
Guard, you can change the role of a database using either a switchover or a failover
operation. The services that control these aspects are called role management
services.

A switchover is a role reversal between the primary database and one of its standby
databases. A switchover operation guarantees no data loss. This is typically done
for planned maintenance of the primary system. During a switchover, the primary
database transitions to a standby role and the standby database transitions to the
primary role. The transition occurs without having to re-create either database.

A failover is an irreversible transition of a standby database to the primary role.
This is only done in the event of a catastrophic failure of the primary database. The
database administrator can configure Data Guard to ensure no data loss.

1.3 Data Guard Broker

The Data Guard broker is a distributed management framework that automates and
centralizes the creation, maintenance, and monitoring of Data Guard
configurations. The following list describes some of the operations that the broker
automates or simplifies:

« Creating and enabling one or more Data Guard configurations, including
setting up log transport services and log apply services.

« Creating a physical or logical standby database from a backup copy of the
primary database.

« Adding new or existing standby databases to an existing Data Guard
configuration.
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« Managing an entire Data Guard configuration from any system in the
configuration.

« Monitoring log apply rates, capturing diagnostic information, and detecting
problems quickly with centralized monitoring, testing, and performance tools

1.4 Data Guard Protection Modes

In some situations, a business cannot afford to lose data at any cost. In other
situations, the availability of the database may be more important than the loss of
data. Some applications require maximum database performance and can tolerate a
potential loss of data.

Data Guard provides three distinct modes of data protection:
« Maximum protection

This mode offers the highest level of data protection. Data is synchronously
transmitted to the standby database from the primary database, and
transactions are not committed on the primary database unless the redo data is
available on at least one standby database configured in this mode. If the last
standby database configured in this mode becomes unavailable, processing
stops on the primary database. This mode guarantees no data loss.

«  Maximum availability

This mode is similar to the maximum protection mode, including the guarantee
of no data loss. However, if a standby database becomes unavailable (for
example, due to network connectivity problems), processing continues on the
primary database. When the fault is corrected, the standby database is
resynchronized with the primary database. If there is a need to fail over before
the standby database is resynchronized, some data may be lost.

« Maximum performance

This mode offers slightly less data protection on the primary database, but
higher performance than maximum availability mode. In this mode, as the
primary database processes transactions, redo data is asynchronously shipped
to the standby database. The commit operation on the primary database does
not wait for the standby database to acknowledge receipt of redo data before
completing write operations on the primary database. If any standby
destination becomes unavailable, processing continues on the primary
database, and there is little effect on primary database performance.
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1.5 Summary of Data Guard Benefits

Data Guard offers many overall benefits, as well as benefits provided by each kind
of standby database. Note that you need to consider all benefits, including those
specific to each type of standby database, when you design your Data Guard
configuration.

Data Guard offers these benefits:

Disaster recovery, data protection and high availability

Data Guard provides an efficient and comprehensive disaster recovery, data
protection, and high availability solution. Easy-to-manage switchover and
failover capabilities allow role reversals between primary and standby
databases, minimizing the downtime of the primary database for planned and
unplanned outages.

Complete data protection

With its standby databases, Data Guard guarantees no data loss, even in the
face of unforeseen disasters. A standby database provides a safeguard against
data corruption and user errors. Storage level physical corruptions on the
primary database do not propagate to the standby database. Similarly, logical
corruptions or user errors that cause the primary database to be permanently
damaged can be resolved. Finally, the redo data is validated when it is applied
to the standby database.

Efficient use of system resources

The standby database tables that are updated with redo logs received from the
primary database can be used for other tasks such as backup operations,
reporting, summations, and queries, thereby reducing the primary database
workload necessary to perform these tasks, saving valuable CPU and 170
cycles. With a logical standby database, users can perform normal data
manipulation operations on tables in schemas that are not updated from the
primary database. A logical standby database can remain open while the tables
are updated from the primary database, and the tables are simultaneously
available for read-only access. Finally, additional indexes and materialized
views can be created on the maintained tables for better query performance and
to suit specific business requirements.

Flexibility in data protection to balance availability against performance
requirements
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Oracle Data Guard offers maximum protection, maximum availability, and
maximum performance modes to help enterprises balance data availability
against system performance requirements.

» Centralized and simple management

The Data Guard broker provides the Data Guard Manager graphical user
interface and the Data Guard command-line interface to automate management
and operational tasks across multiple databases in a Data Guard configuration.
The broker also monitors all of the systems within a single Data Guard
configuration.

« Automatic gap detection and resolution

If connectivity is lost between the primary and one or more standby databases
(for example, due to network problems), redo data being generated on the
primary database cannot be sent to those standby databases. Once connectivity
is re-established, the missing log sequence (or the gap) is automatically detected
by Data Guard, and the necessary redo logs are automatically transmitted to the
standby databases. The standby databases are resynchronized with the primary
database, with no manual intervention by the DBA.
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Getting Started with Data Guard

A Data Guard configuration contains a primary database and up to nine associated
standby databases. This chapter describes the following considerations for getting
started with Data Guard:

« Choosing a Standby Database Type
« Choosing a Data Guard User Interface
« Data Guard Operational Prerequisites

« Standby Database Directory Structure Considerations

2.1 Choosing a Standby Database Type

A standby database is a transactionally consistent copy of an Oracle production
database that is initially created from a backup copy of the primary database. Once
the standby database is created and configured, Data Guard automatically
maintains the standby database by transmitting primary database redo data to the
standby system where the redo data is archived, and then applying the redo logs to
the standby database.

A standby database can be one of two types: a physical standby database or a
logical standby database. If needed, either type of standby database can assume the
role of the primary database and take over production processing. A Data Guard

configuration can include physical standby databases, logical standby databases, or
a combination of both types.
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2.1.1 Physical Standby Databases

A physical standby database is physically identical to the primary database, with
on-disk database structures that are identical to the primary database on a
block-for-block basis. The database schema, including indexes, must be the same.

Data Guard maintains a physical standby database by performing managed
recovery operations. When it is not performing recovery operations, a physical
standby database can be open for read-only operations.

« Managed recovery

The physical standby database is maintained by applying the archived redo
logs on the standby system using the Oracle recovery mechanism. The recovery
operation applies changes block-for-block using the physical row ID. The
database cannot be opened for read or read/write operations while redo data is
being applied.

« Openread-only

The physical standby database can be open for read-only operations so that you
can execute queries on the database. While open for read-only operations, the
standby database can continue to receive redo logs but application of the data
from the logs is deferred until the database resumes managed recovery
operations.

Although the physical standby database cannot perform both managed recovery
and read-only operations at the same time, you can switch between them. For
example, you can run a physical standby database to perform managed recovery
operations, then open it so applications can perform read-only operations to run
reports, and then change it back to perform managed recovery operations to apply
outstanding archived redo logs. You can repeat this cycle, alternating between
managed recovery and read-only operations, as necessary.

In either case, the physical standby database is available to perform backup
operations. Furthermore, the physical standby database will continue to receive
redo logs even if they are not being applied at that moment.

Benefits of a Physical Standby Database
A physical standby database provides the following benefits:

« Disaster recovery and high availability

A physical standby database enables a robust and efficient disaster recovery
and high availability solution. Easy-to-manage switchover and failover
capabilities allow easy role reversals between primary and physical standby
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databases, minimizing the downtime of the primary database for planned and
unplanned outages.

« Data protection

Using a physical standby database, Data Guard can ensure no data loss, even in
the face of unforeseen disasters. A physical standby database supports all
datatypes, and DDL and DML operations that the primary can support. It also
provides safeguard against data corruptions and user errors. Storage level
physical corruptions on the primary database do not propagate to the standby
database. Similarly, logical corruptions or user errors that cause the primary
database to be permanently damaged can be resolved. Finally, the redo data is
validated when it is applied to the standby database.

« Reduction in primary database workload

Oracle Recovery Manager (RMAN) can use physical standby databases to
off-load backups from the primary database saving valuable CPU and 1/0
cycles. The physical standby database can also be opened in read-only mode to
perform reporting and queries.

« Performance

The redo apply technology used by the physical standby database applies
changes using low-level recovery mechanisms, which bypass all SQL level code
layers and therefore is the most efficient mechanism for applying changes. This
makes the redo apply technology a highly efficient mechanism to propagate
changes among databases.

2.1.2 Logical Standby Databases

A logical standby database is initially created as an identical copy of the primary
database, but it later can be altered to have a different structure. The logical standby
database is updated by applying SQL statements. This allows users to access the
standby database for queries and reporting purposes at any time. Thus, the logical
standby database can be used concurrently for data protection and reporting
operations.

Data Guard automatically applies archived redo log information to the logical
standby database by transforming data in the redo logs into SQL statements and
then executing the SQL statements on the logical standby database. Because the
logical standby database is updated using SQL statements, it must remain open.
Although the logical standby database is open for read/write operations, its target
tables for the regenerated SQL are available only for read-only operations. While
those tables are being updated, they can be used simultaneously for other tasks

Getting Started with Data Guard 2-3



Choosing a Data Guard User Interface

such as reporting, summations, and queries. Moreover, these tasks can be optimized
by creating additional indexes and materialized views on the maintained tables.

A logical standby database has some restrictions on datatypes, types of tables, and
types of data definition language (DDL) and data manipulation language (DML)
operations. Unsupported datatypes and tables are described in more detail in
Section 4.1.4.

Benefits of a Logical Standby Database

A logical standby database provides similar disaster recovery, high availability, and
data protection benefits as a physical standby database. It also provides the
following specialized benefits:

« Efficient use of standby hardware resources

A logical standby database can be used for other business purposes in addition
to disaster recovery requirements. It can host additional databases schemas
beyond the ones that are protected in a Data Guard configuration, and users can
perform normal DDL or DML operations on those schemas any time. Because
the logical standby tables that are protected by Data Guard can be stored in a
different physical layout than on the primary database, additional indexes and
materialized views can be created to improve query performance and suit
specific business requirements.

« Reduction in primary database workload

A logical standby database can remain open at the same time its tables are
updated from the primary database, and those tables are simultaneously
available for read access. This makes a logical standby database an excellent
choice to do queries, summations, and reporting activities, thereby off-loading
the primary database from those tasks and saving valuable CPU and 170
cycles.

2.2 Choosing a Data Guard User Interface

You can use the following interfaces to configure, implement, and manage a Data
Guard configuration:

«  Command-line interface:
—  SQL*Plus

Several SQL*Plus statements use a STANDBY keyword to specify operations
on a standby database. Other SQL statements do not include
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standby-specific syntax, but are useful for performing operations on a
standby database.

See Also: Chapter 13 describes the relevant statements

— Initialization parameters
Several initialization parameters are used to define the Data Guard
environment.

See Also: Section 11.3 describes relevant initialization parameters

Data Guard broker command-line interface

The Data Guard broker command-line interface is an alternative to using the
Oracle Data Guard Manager graphical user interface (GUI). The command-line
interface is useful if you want to use the broker to manage a Data Guard
configuration from batch programs or scripts.

See Also: Oracle9i Data Guard Broker

Oracle Data Guard Manager

The Oracle Data Guard Manager is the GUI that automates many of the tasks
involved in creating, configuring, and monitoring a Data Guard environment.

See Also: Oracle9i Data Guard Broker and the Oracle9i Data Guard
Manager online help for information on the Data Guard Manager
GUI and the Oracle9i Data Guard Manager Wizard

The discussions and examples in this manual use the Data Guard broker
command-line interface.

2.3 Data Guard Operational Prerequisites

The following are operational requirements for using Data Guard:

The same edition of Oracle Enterprise Edition must be installed on all systems
in a Data Guard configuration.

The primary database must run in ARCHIVELOG mode.

The same Oracle software release must be used on both the primary and
standby databases. The operating system running on the primary and standby
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locations must be the same, but the operating system release does not need to
be the same. In addition, the standby database can use a different directory
structure from the primary database.

« The hardware and operating system architecture on the primary and standby
locations must be the same. For example, this means a Data Guard
configuration with a primary database on a 32-bit Sun system must have a
standby database that is configured on a 32-bit Sun system. Similarly, a primary
database on a 64-bit HP-UX system must be configured with a standby database
on a 64-bit HP-UX system, and a primary database on a 32-bit Linux on Intel
system must be configured with a standby database on a 32-bit Linux on Intel
system, and so forth.

« The primary database can be a single instance database or a multi-instance Real
Application Clusters database. The standby databases can be single instance
databases or multi-instance Real Application Clusters databases, and these
standby databases can be a mix of both physical and logical types.

« The hardware (for example, the number of CPUs, memory size, storage
configuration) can be different between the primary and standby systems. If the
standby system is smaller than the primary system, you may have to restrict the
work that can be done on the standby system after a switchover or failover
operation. Also, the standby system must have enough resources available to
receive and apply all redo data from the primary database. The logical standby
database requires additional resources to translate the redo data to SQL
statements and then execute the SQL on the logical standby database.

« Each primary database and standby database must have its own control file.

« If you place your primary and standby databases on the same system, you must
adjust the initialization parameters correctly.

« To protect against unlogged direct writes in the primary database that cannot be
propagated to the standby database, turn on FORCE LOGGE NGat the primary
database before performing datafile backup operations for standby creation.
Keep the database in FORCE LOGAE NGmode as long as the standby database is
required.

« Ifyou are currently running Oracle Data Guard on Oracle8i database software,
see Oracle9i Database Migration for complete information on upgrading to Oracle
Data Guard on Oracle9i database software.

« The user accounts you use to manage the primary and standby database
instances must have SYSDBA system privileges.
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2.4 Standby Database Directory Structure Considerations

The directory structure of the various standby databases is important because it
determines the path names for the standby datafiles and redo logs. If you have a
standby database on the same system as the primary database, you must use a
different directory structure; otherwise, the standby database attempts to overwrite
the primary database files.

For standby databases, use the same path names for the standby files if possible.
Otherwise, you will need to set filename conversion parameters (as shown in
Table 2-1). Nevertheless, if you need to use a system with a different directory
structure or place the standby and primary databases on the same system, you can
do so with a minimum of extra administration.

The three basic configuration options are illustrated in Figure 2-1. These include:

« A standby database on the same system as the primary database that uses a
different directory structure than the primary system (St andby1).

« A standby database on a separate system that uses the same directory structure
as the primary system (St andby2). This is the recommended method.

« A standby database on a separate system that uses a different directory
structure than the primary system (St andby3).
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Figure 2-1 Possible Standby Configurations

Computer System at Location 1

/ / oracl e/ dbs \

Oracle Oracle
Net Net

"
40
X

/ or acl e/ st andby/ dbs
Computer System at Location 2 Computer System at Location 3

/ oracl e/ dbs / di sk2/ FS3/ or acl e/ dbs

Table 2-1 describes possible configurations of primary and standby databases and
the consequences of each.
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Table 2-1 Standby Database Location and Directory Options

Standby | Directory
System Structure Consequences
Same as Different «  You must set the LOCK_NAME_SPACE initialization
primary | than parameter.
system primary «  You must manually rename primary database datafiles and
system . )
(required) redo Iog_s in the standb_y database control file (see
Appendix B). For physical standby databases, you could
alternatively set up the DB_FI LE_NAVME_CONVERT and
LOG_FI LE_NAME_CONVERT initialization parameters on
the standby database to automatically rename the datafiles
(see Section 6.2.4).

«  The standby database does not protect against disasters
that destroy the system on which both the primary and
standby databases reside, but it does provide switchover
capabilities for planned maintenance.

Separate | Same as « You do not need to rename primary database files and redo
system primary logs in the standby database control file, although you can
system still do so if you want a new naming scheme (for example,
to spread the files among different disks).

« Using separate physical media for your databases

safeguards your primary data.
Separate | Different «  You must manually rename primary database datafiles and
system than redo logs in the standby database control file (see
primary Appendix B). For physical standby databases, you could
system alternatively set up the DB_FI LE_NAME_CONVERT and

LOG_FI LE_NAME_CONVERT initialization parameters on
the standby database to automatically rename the datafiles
(see Section 6.2.4).

Using separate physical media for your databases
safeguards your primary data.
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Creating a Physical Standby Database

This chapter steps you through the process of creating a physical standby database.
It includes the following main topics:

« Preparing the Primary Database for Standby Database Creation
« Creating a Physical Standby Database
« \erifying the Physical Standby Database

The discussions in this chapter assume that you specify initialization parameters in
a server parameter file (SPFILE) instead of in a traditional text initialization
parameter file (PFILE). See the Oracle9i Database Administrator’s Guide for
information about creating and using server parameter files.

See Also:  Oracle9i Data Guard Broker and the Oracle Data Guard
Manager online help system for information about using the Data
Guard Manager graphical user interface to automatically create a
physical standby database

3.1 Preparing the Primary Database for Standby Database Creation

Before you create a standby database you must first ensure that the primary
database is properly configured.

Table 3-1 provides a checklist of the tasks that you perform on the primary database
to prepare for physical standby database creation. There is also a reference to the
section that describes the task in more detail.

Table 3-1 Preparing the Primary Database for Physical Standby Database Creation

Reference Task

Section 3.1.1  Enable Forced Logging
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Table 3-1 Preparing the Primary Database for Physical Standby Database Creation

Reference Task

Section 3.1.2  Enable Archiving and Define a Local Archiving Destination

3.1.1 Enable Forced Logging

Place the primary database in FORCE LOGGE NG mode after database creation using
the following SQL statement:

SQ> ALTER DATABASE FORCE LG33d NG

This statement may take a considerable amount of time to complete, because it
waits for all unlogged direct write 1/0 operations to finish.

3.1.2 Enable Archiving and Define a Local Archiving Destination

Ensure that the primary database is in ARCHIVELOG mode, that automatic
archiving is enabled, and that you have defined a local archiving destination.

Set the local archive destination using the following SQL statement:

SQ > ALTER SYSTEM SET LGG ARCH VE _DEST_1=" LOCATI ON=/ di sk1/ or acl e/ or adat a/ payr ol |
2> MAN\DATCRY' SOCPE=BOTH

See Also: Oracle9i Database Administrator’s Guide for a description
of archiving and Chapter 11 and the Oracle9i Database Reference for
information about initialization parameters

3.2 Creating a Physical Standby Database

This section describes the tasks you perform to create a physical standby database.

Table 3-2 provides a checklist of the tasks that you perform to create a physical
standby database and the database or databases on which you perform each task.
There is also a reference to the section that describes the task in more detail.
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Table 3-2 Creating a Physical Standby Database

Reference  Task Database
Section 3.2.1 Identify the Primary Database Datafiles Primary
Section 3.2.2 Make a Copy of the Primary Database Primary
Section 3.2.3  Create a Control File for the Standby Database Primary
Section 3.2.4  Prepare the Initialization Parameter File to be Copied to the Standby Primary
Database
Section 3.2.5 Copy Files from the Primary System to the Standby System Primary
Section 3.2.6  Set Initialization Parameters on a Physical Standby Database Standby
Section 3.2.7  Create a Windows Service Standby
Section 3.2.8  Configure Listeners for the Primary and Standby Databases Primary and
Standby
Section 3.2.9 Enable Dead Connection Detection on the Standby System Standby
Section 3.2.10 Create Oracle Net Service Names Primary and
Standby
Section 3.2.11 Create a Server Parameter File for the Standby Database Standby
Section 3.2.12 Start the Physical Standby Database Standby
Section 3.2.13 Initiate Log Apply Services Standby
Section 3.2.14 Enable Archiving to the Physical Standby Database Primary

3.2.1 lIdentify the Primary Database Datafiles
On the primary database, query the VEDATAFI LE view to list the files that will be

used to create the physical standby database, as follows:

SQ > SH.ECT NAME FROM VBDATAFI LE,

/ di sk1/ or acl e/ or adat a/ payr ol | / syst en®1. dbf
/ di skl/ or acl e/ or adat a/ payr ol | / undot bs01. dbf
/ di skl/ oracl e/ or adat a/ payrol | / cw i t e01. dbf
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3.2.2 Make a Copy of the Primary Database

On the primary database, perform the following steps to make a closed backup
copy of the primary database.

Step 1 Shut down the primary database.
Issue the following SQL*Plus statement to shut down the primary database:

SQ> SHUTDOM | MMEDI ATE,

Step 2 Copy the datafiles to a temporary location.

Copy the datafiles that you identified in Section 3.2.1 to a temporary location using
an operating system utility copy command. The following example uses the UNIX
cp command:

cp /di sk1/ oracl e/ or adat a/ payr ol | / syst en®1. dbf
/ di sk1/ or acl e/ or adat a/ payr ol | / st andby/ syst en®1. dbf

Copying the datafiles to a temporary location will reduce the amount of time that
the primary database must remain shut down.

Step 3 Restart the primary database.
Issue the following SQL*Plus statement to restart the primary database:

SQ> STARTLP,

3.2.3 Create a Control File for the Standby Database

On the primary database, create the control file for the standby database, as shown
in the following example:

SQA> ALTER DATABASE CREATE STANDBY GONTRCLFI LE AS
2> '/ di skl/ or acl e/ or adat a/ payr ol | / st andby/ payrol | 2. ctl";

Note: You cannot use a single control file for both the primary and
standby databases.

The filename for the newly created standby control file must be different from the
filename of the current control file of the primary database. The control file must
also be created after the last time stamp for the backup datafiles.
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3.2.4 Prepare the Initialization Parameter File to be Copied to the Standby Database

Create a traditional text initialization parameter file from the server parameter file
used by the primary database; a traditional text initialization parameter file can be
copied to the standby location and modified. For example:

SQ > CREATE PH LE='/ di skl/ oracl e/ dbs/init payrol | 2.ora’ FROM SPFI LE,

Later, in Section 3.2.11, you will convert this file back to a server parameter file after
it is modified to contain the parameter values appropriate for use with the physical
standby database.

3.2.5 Copy Files from the Primary System to the Standby System

On the primary system, use an operating system copy utility to copy the following
binary files from the primary system to the standby system:

« Backup datafiles created in Section 3.2.2
« Standby control file created in Section 3.2.3

« Initialization parameter file created in Section 3.2.4

3.2.6 Set Initialization Parameters on a Physical Standby Database

Although most of the initialization parameter settings in the text initialization
parameter file that you copied from the primary system are also appropriate for the
physical standby database, some modifications need to be made.

Example 3-1 shows the portion of the standby initialization parameter file where
values were modified for the physical standby database. Parameter values that
changed are shown in bold typeface.

Example 3-1 Modifying Initialization Parameters for a Physical Standby Database

db_name=PAYRCLL

conpatible=9.2.0.1.0

control _files=/diskl/ oracl e/ oradat a/ payrol | / standby/ payrol | 2. ctl’
| og_archive_start=TRE

st andby_ar chi ve_dest =" / di sk1/ or acl e/ or adat a/ payr ol | / st andby’
db_file_nane_convert=("/di skl/ oracl e/ oradat a/ payrol | /",

' [ di sk1/ or acl e/ or adat a/ payr ol | / st andby/ ")

log_file name_convert=("/diskl/ oracl e/ oradat a/ payrol | /",
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" [ di sk1/ or acl e/ or adat a/ payr ol | / st andby/ ")

| og_ar chi ve_fornat=| og%l_% 96. arc

| og_ar chi ve_dest _1=(" LOCATI ON=/ di sk1/ or acl e/ or adat a/ payr ol | / st andby/ ")
standby_fil e_nmanagenent =AUTO

renot e_ar chi ve_enabl e=TRE

i nst ance_nane=PAYROLL2

# The follow ng paraneter is required only if the primary and standby dat abases
# are |l ocated on the sane system

| ock_nane_space=PAYRCLL2

The following list provides a brief explanation about the parameter settings shown
in Example 3-1:

db_nane - Not modified. The same name as the primary database.
conpati bl e - Not modified. The same as the primary database, 9.2.0.1.0.

control fil es -Specify the path name and filename for the standby control
file.

| og_archive_start - Not modified. The same as the setting for the primary
database, TRUE.

st andby_ar chi ve_dest - Specify the location of the archived redo logs that
will be received from the primary database.

db_fil e_name_convert - Specify the location of the primary database
datafiles followed by the standby location of the datafiles. This parameter will
convert the filename of the primary database datafiles to the filename of the
standby datafile filenames. If the standby database is on the same system as the
primary database or if the directory structure where the datafiles are located on
the standby site is different from the primary site then this parameter is
required. See Section 3.2.1 for the location of the datafiles on the primary
database.

I og file_nanme_convert - Specify the location of the primary database logs
followed by the standby location of the logs. This parameter will convert the
filename of the primary database log to the filenames of the standby log. If the
standby database is on the same system as the primary database or if the
directory structure where the logs are located on the standby site is different
from the primary site then this parameter is required. See Section 3.2.1 for the
location of the logs on the primary database.
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« |l og_archive_format - Specify the format for the archived redo logs using a
DBID (%d), thread (%t), and sequence number (%s).

« |l og_archive_dest 1 -Specify the location where the redo logs are to be
archived on the standby system. (If a switchover occurs and this instance
becomes the primary database, then this parameter will specify the location
where the online redo logs will be archived.)

« standby file_managenent - Setto AUTO
« renote_archive_enabl e - Setto TRUE.

« instance_nane - If this parameter is defined, specify a different value for the
standby database than the primary database when the primary and standby
databases reside on the same host.

« | ock_nane_space - Specify the standby database instance name.

Use this parameter when you create the physical standby database on the same
system as the primary database. Change the | NSTANCE NAME parameter to a
value other than its primary database value, and set this LOCK_NAVE_SPACE
initialization parameter to the same value that you specified for the standby
database | NSTANCE NAME initialization parameter.

Caution: Review the initialization parameter file for additional
parameters that may need to be modified. For example, you may
need to modify the dump destination parameters (backgr ound_
dunp_dest,core_dunp_dest,user _dunp_dest) if the
directory location on the standby database is different from those
specified on the primary database. In addition, you may have to
create some directories on the standby system if they do not
already exist.

See Also: Chapter 11 for a complete explanations of all the
initialization parameters that can be used to modify a Data Guard
environment

3.2.7 Create a Windows Service

If the standby system is running on a Windows system, use the ORADI Mutility to
create a Windows Service. For example:

WMNNT> oradi m-NEW-S D payrol | 2 - STARTMLE nanual
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See Also: Oracle9i Database Administrator’s Guide for Windows for
more information about using the ORADIM utility

3.2.8 Configure Listeners for the Primary and Standby Databases

On both the primary and standby sites, use Oracle Net Manager to configure a
listener for the respective databases. If you plan to manage the configuration using
the Data Guard broker, you must configure the listener to use the TCP/IP protocol
and statically register service information for each database using the SID for the
database instance.

To restart the listeners (to pick up the new definitions), enter the following
LSNRCTL utility commands on both the primary and standby systems:

%I snrctl stop
%I snrctl start

See Also: Oracle9i Net Services Administrator’s Guide

3.2.9 Enable Dead Connection Detection on the Standby System

Enable dead connection detection by setting the SQLNET. EXPI RE_TI ME parameter
to 2 in the SQLNET. ORA parameter file on the standby system. For example:

SQLNET. EXPI RE_TI ME=2

3.2.10 Create Oracle Net Service Names

On both the primary and standby systems, use Oracle Net Manager to create a
network service name for the primary and standby databases that will be used by
log transport services.

The Oracle Net service name must resolve to a connect descriptor that uses the
same protocol, host address, port, and SID that you specified when you configured
the listeners for the primary and standby databases. The connect descriptor must
also specify that a dedicated server be used.

See Also: Oracle9i Net Services Administrator’s Guide and the
Oracle9i Database Administrator’s Guide
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3.2.11 Create a Server Parameter File for the Standby Database

On an idle standby database, use the SQL CREATE statement to create a server
parameter file for the standby database from the text initialization parameter file
that was edited in Section 3.2.6. For example:

SQ > CREATE SPFILE FROMPH LE= initpayrol | 2. ora’;

3.2.12 Start the Physical Standby Database

On the standby database, issue the following SQL statements to start and mount the
database in standby mode:

SQ> STARTUP NCMOUNT,
SA> ALTER DATABASE MONT STANDBY DATABASE;

3.2.13 Initiate Log Apply Services
On the standby database, start log apply services as shown in the following
example:

SA> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE DI SOONNECT FROM SESS QN

The example includes the DI SCONNECT FROM SESSI ON option so that log apply
services run in a background session.

See Also: Section 6.2, "Applying Redo Data to Physical Standby
Databases"

3.2.14 Enable Archiving to the Physical Standby Database

This section describes the minimum amount of work you must do on the primary
database to set up and enable archiving to the physical standby database.

See Also: Chapter 5 for information about log transport services
and Chapter 12 for reference information about additional
attributes you can set on the LOG_ARCHI VE_DEST _n initialization
parameter

Step 1 Set initialization parameters to define archiving.

To configure archive logging from the primary database to the standby site the
LOG_ARCHI VE_DEST_n and LOG_ARCHI VE_DEST_STATE_n parameters must be
defined.
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The following example sets the initialization parameters needed to enable archive
logging to the standby site:

SQA> ALTER SYSTEM SET LGS ARCH VE_DEST_2=' SERVI CE=payrol | 2 SCOPE=BOTH
SQA> ALTER SYSTEM SET LGG ARCH VE DEST_STATE 2=ENABLE SOCPE=BOTH

Step 2 Start remote archiving.

Archiving of redo logs to the remote standby location does not occur until after a
log switch. A log switch occurs, by default, when an online redo log becomes full.
To force the current redo logs to be archived immediately, use the SQL ALTER
SYSTEMstatement on the primary database. For example:

SA> ALTER SYSTEM ARCH VE LGG QURRAENT,

See Also: Section 6.2, "Applying Redo Data to Physical Standby
Databases"

3.3 Verifying the Physical Standby Database

Once you create the physical standby database and set up log transport services,
you may want verify that database modifications are being successfully shipped
from the primary database to the standby database.

To see the new archived redo logs that were received on the standby database, you
should first identify the existing archived redo logs on the standby database,
archive a few logs on the primary database, and then check the standby database
again. The following steps show how to perform these tasks.

Step 1 Identify the existing archived redo logs.

On the standby database, query the VEARCHI VED_LOGview to identify existing
archived redo logs. For example:

SQ> SELECT SEQUENCE#, FIRST TIME, NEXT_TIME
2 FROM \8ARCH VED LOG CROER BY SEQUENCE#;

8 11-JU.-02 17:50:45 11-JU-02 17:50: 53
9 11-JU.-02 17:50: 53 11-JU.-02 17:50: 58
10 11-JU.-02 17:50:58 11-JU.-02 17:51:03

3 rows sel ect ed.
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Step 2 Archiving the current log.
On the primary database, archive the current log using the following SQL
statement:

SA> ALTER SYSTEM ARCH VE LGG QURRAENT,

Step 3 Verify that the new archived redo log was received.

On the standby database, query the VSARCHI VED_LOGview to verify the redo log
was received:

SQ > SELECT SEQUENCE#, FIRST TIME, NEXT_TIME
2> FROM VBARCH VED LOG CROER BY SEQUENCEY;

8 11-JU-02 17:50:45 11-JU-02 17:50: 53
9 11-JU.-02 17:50:53 11-JU-02 17:50: 58
10 11-JU.-02 17:50:58 11-JU.-02 17:51:03
11 11-JU.-02 17:51:03 11-JU.-02 18:34:11

4 rows sel ect ed.

The logs are now available for log apply services to apply redo data to the standby
database.

Step 4 Verify that the new archived redo log was applied.

On the standby database, query the VSARCHI VED LOGview to verify the archived
redo log was applied.

SQ> SELECT SEQUENCE#, APPLI ED FROM VARCH VED LGG
2 CROER BY SEQUENCE#;

9 YES
10 YES
11 YES

4 rows selected.
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See Also: Section 5.9, "Monitoring Redo Log Archival
Information” and Section 6.5, "Monitoring Log Apply Services for
Physical Standby Databases" for information about how to verify
that both log transport services and log apply services are working
correctly
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Creating a Logical Standby Database

This chapter steps you through the process of creating a logical standby database
and then configuring log apply services to maintain the standby database using
SQL apply technology. It includes the following main topics:

« Preparing the Primary Database for Standby Database Creation
« Creating a Logical Standby Database
« Verify the Logical Standby Database

The steps described in this chapter configure a logical standby database for
maximum performance mode, which is the default data protection mode. Chapter 5
provides information about configuring the different data protection modes.

See Also:  Oracle9i Data Guard Broker and the Oracle Data Guard
Manager online help system for information about using the Data
Guard Manager graphical user interface to automatically create a

logical standby database

4.1 Preparing the Primary Database for Standby Database Creation

Before performing the tasks described in this chapter, you must ensure that the user
account you use on the primary database during the logical standby database
creation process is configured to have the following database roles:

« LOGSTDBY_ADM NI STRATORrole (to use the logical standby functionality)

« SELECT_CATALOG ROLE role (to have SELECT privileges on all data dictionary
views)

Also, the discussions in this chapter assume that you specify initialization
parameters in a server parameter file (SPFILE), instead of a text initialization
parameter file (PFILE).
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See Also: Oracle9i Database Administrator’s Guide for information
about creating and using server parameter files

Table 4-1 provides a checklist of the tasks that you perform on the primary database
to prepare for logical standby database creation. There is also a reference to the
section that describes the task in more detail.

Table 4-1 Preparing the Primary Database for Logical Standby Database Creation

Reference

Task

Section 4.1.1
Section 4.1.2
Section 4.1.3
Section 4.1.4
Section 4.1.5
Section 4.1.6
Section 4.1.7

Enable Forced Logging

Enable Archiving and Define a Local Archiving Destination

Verify the LOG_PARALLELISM Initialization Parameter

Determine Support for Datatypes or Tables

Ensure That Table Rows in the Primary Database Can Be Uniquely Identified
Ensure That Supplemental Logging Is Enabled

Create an Alternate Tablespace

Note:

Perform the steps listed in Table 4-1 only once. After you

complete these steps, the database is prepared to serve as the
primary database for one or more logical standby databases.

4.1.1 Enable Forced Logging

Place the primary database in FORCE LOGGE NG mode after database creation using
the following SQL statement:

SA> ALTER DATABASE FCRCE LG33 NG

This statement can take a considerable amount of time to complete because it waits
for all unlogged direct write I/0 operations to finish.

4.1.2 Enable Archiving and Define a Local Archiving Destination

Ensure that the primary database is in ARCHIVELOG mode, that automatic
archiving is enabled, and that you defined a local archiving destination.

Set the local archive destination using the following SQL statement:
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SQ > ALTER SYSTEM SET LGOG ARCH VE DEST_1=" LOCATI ON\=/ di sk1/ or acl e/ or adat a/ payr ol |
2> MA\DATCRY'  SOCPE=BOTH

See Also: Oracle9i Database Administrator’s Guide for a description
of archiving, and Chapter 11 and the Oracle9i Database Reference for
information about initialization parameters

4.1.3 Verify the LOG_PARALLELISM Initialization Parameter

On the primary database, use the SHOW PARAMETER par anet er _nane statement
to determine the current values of the LOG_PARALLELI| SMinitialization parameter.
Logical standby databases require that you set this initialization parameter to one,
which is the default value. If the LOG_PARALLELI SMinitialization parameter is
already set to one, then skip to Section 4.1.4. Otherwise, set LOG_PARALLELI SM=1
by issuing the SQL ALTER SYSTEM SET statement on the primary database and
include the SCOPE=SPFI LE clause to ensure the value is updated in the server
parameter file. For example:

SQL> ALTER SYSTEM SET LOG PARALLELI SM=1 SCOPE=SPFI LE;

If you change the LOG_PARALLELI SMinitialization parameter, you must shut down
and restart the primary database so that the new initialization parameter value will
take effect. For example:

SQL> SHUTDOWN | MVEDI ATE;
SQ.> STARTUP;

See Also: Oracle9i SQL Reference for more information about the
ALTER SET statement, and Chapter 11 and the Oracle9i Database
Reference for information about initialization parameters

4.1.4 Determine Support for Datatypes or Tables
Before setting up a logical standby database, ensure the logical standby database
can maintain the datatypes and tables in your primary database.

The following lists the various database objects that are supported and unsupported
in logical standby databases.

Supported Datatypes
CHAR

NCHAR

VARCHARZ2 and VARCHAR
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NVARCHAR2

NUVBER

DATE

TI MESTAMP

TI MESTAMP W TH TI ME ZONE
TI MESTAMP W TH LOCAL TI ME ZONE
| NTERVAL YEAR TO MONTH

| NTERVAL DAY TO SECOND
RAW

CLOB

BLOB

Unsupported Datatypes
NCLOB

LONG

LONG RAW

BFI LE

ROW D

UROW D
user-defined types
object types REFs
varrays

nested tables

Unsupported Tables, Sequences, and Views

User-defined tables and sequences in the SYS schema
Tables with unsupported datatypes

Tables using data segment compression
Index-organized tables

To determine if the primary database contains unsupported objects, query the DBA
LOGSTDBY_UNSUPPORTED view. For example, use the following query on the
primary database to list the schema and table names of primary database tables that
are not supported by logical standby databases:

SQA> SHLECT O STI NCT OAMER TABLE NAME FRCM DBA LGGSTDBY_UNSUPPCRTED
2> CROER BY OMER TABLE _NAME

OMER TABLE NAME
HR QANTR ES
(0] QROERS
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QUSTAMERS

@[

To view the column names and datatypes for one of the tables listed in the previous
guery, use a SELECT statement similar to the following:

SQL> SELECT COLUWMN_NAME, DATA TYPE FROM DBA_LOGSTDBY_UNSUPPCRTED
2> WERE OAER=" CE AND TABLE NAME = ' QSTOMERS

COLUMN_NANE DATA_TYPE
CUST_ADDRESS CUST_ADDRESS_TYP
PHONE_NUVBERS PHONE_LI ST_TYP
CUST_GEO LOCATI ON SDO_GEOVETRY

If the primary database contains unsupported tables, log apply services
automatically exclude these tables when applying redo logs to the logical standby
database.

Note: If you determine that the critical tables in your primary
database are not supported by logical standby databases, then you
might want to consider using a physical standby database. See
Chapter 3 for information about creating a physical standby
database.

See Also: Chapter 14, "Views" for more information about the
DBA_LOGSTDBY_UNSUPPORTED view

Skipped SQL Statements on a Logical Standby Database

By default, all SQL statements except those in the following list are applied to a
logical standby database if they are executed on a primary database:

ALTER DATABASE

ALTER SESSI ON

ALTER SNAPSHOT

ALTER SNAPSHOT LOG
ALTER SYSTEM SW TCH LOG
CREATE CONTROL FI LE
CREATE DATABASE
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CREATE DATABASE LI NK
CREATE PFI LE FROM SPFI LE
CREATE SCHENMA AUTHORI ZATI ON
CREATE SNAPSHOT

CREATE SNAPSHOT LOG

CREATE SPFI LE FROM PFI LE
CREATE TABLE AS SELECT FROM A CLUSTER TABLE
DROP DATABASE LI NK

DROP SNAPSHOT

DROP SNAPSHOT LOG

EXPLAI' N

LOCK TABLE

RENAME

SET CONSTRAI NTS

SET RCLE

SET TRANSACTI ON

Determine Support for Objects and Operations

PL/SQL procedures that modify metadata are not applied on the standby database,
therefore their effects are not visible on the standby database. An example of this is
the DBM5_ AQADMadvanced queuing package, which is not supported by logical
standby databases. Another example is DBM5_WI EW REFRESH, which when
executed on the primary database, is not maintained by SQL apply operations on
the standby database.

Note: The DBMS_M/I EW REFRESH routine must be invoked on
the standby database where you want to refresh the materialized
views.

The only exception to this is the DBM5_J OB package. Jobs metadata is applied to the
logical standby database, but jobs are not executed.

4.1.5 Ensure That Table Rows in the Primary Database Can Be Uniquely Identified

Because the ROWIDs on a logical standby database might not be the same as the
ROWIDs on the primary database, another mechanism must be used to match the
updated row on the primary database to its corresponding row on the standby
database. You can use one of the following to match up the corresponding rows:

« Primary key
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« Unique index

Oracle Corporation recommends that you add a primary key or a unique index to
tables on the primary database, whenever appropriate and possible, to ensure that
SQL apply operations can efficiently apply data updates to the logical standby
database.

Perform the actions described in Section 4.1.5.1 and Section 4.1.5.2 to ensure that log
apply services can uniquely identify table rows.

4.1.5.1 Finding Tables Without a Unique Identifier in the Primary Database
Query the DBA _LOGSTDBY_NOT_UNI QUE view to identify tables in the primary
database that do not have a primary key or unique index. The following query
displays a list of tables that SQL apply operations might not be able to uniquely
identify:
SQ> SELECT OWNER, TABLE_NAME, BAD_COLUWMN FROM DBA_LOGSTDBY_NOT_UN QUE

2> WHERE TABLE_NAME NOT | N (SELECT TABLE NAME FROM DBA_LOGSTDBY_UNSUPPORTED) ;

Some of the tables displayed in the DBA LOGSTDBY_NOT_UNI QUE view can still be
supported because supplemental logging (that you will enable in Section 4.1.6)
adds information that uniquely identifies the row in the redo logs. The presence or
absence of a primary key or unique index can affect supplemental logging as
follows:

« Ifthe table has a primary key or a unique index, the amount of information
added to the redo log during supplemental logging is minimal.

« If the table does not have a primary key or a unique index, supplemental
logging will automatically log all scalar values for each row to the redo log.

The value of the BAD_CCOLUMN column will be either Y or N, as described in the
following list:

L] Y

Indicates that a table column is defined using an unbounded datatype, such as
CLOB or BLOB. SQL apply operations attempt to maintain these tables, but you
must ensure that the application provides unigueness in unbounded columns
only. Note that if two rows in the table match except for in the LOB column,
then the table cannot be maintained properly.

L] N

Indicates the table contains enough column information to maintain the table in
a logical standby database.
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4.1.5.2 Adding a Disabled Primary Key RELY Constraint

If your application ensures the rows in a table are unique, you can create a disabled
primary key RELY constraint on the table. This will avoid the overhead of
maintaining a primary key on the primary database.

See also: Oracle9i SQL Reference for ALTER TABLE statement
syntax and usage information

To create a disabled RELY constraint on a primary database table;

Use the ALTER TABLE statement with a RELY DI SABLE clause. The following
example creates a disabled RELY constraint on a table named nyt ab where rows
can be uniquely identified using the i d and nane columns:

SQL> ALTER TABLE nytab ADD PRI MARY KEY (id, name) RELY DI SABLE;

The RELY constraint tells the system to assume the rows are unique. Be careful to
select columns for the disabled RELY constraint that will uniquely identify a row. If
the columns selected for the RELY constraint do not uniquely identify the row, log
apply services fail to apply data from the redo logs to the logical standby database.

To improve the performance of SQL apply operations, add an index to the columns
that uniquely identify the row on the logical standby database. Failure to do this
results in full table scans.

See Also: Chapter 14, "Views" for more information about the
DBA LOGSTDBY_NOT_UNI QUE view and Oracle9i SQL Reference for
more information about creating RELY constraints, and Section 9.2
for information about RELY constraints and actions you can take to
increase performance on a logical standby database

4.1.6 Ensure That Supplemental Logging Is Enabled

Supplemental logging must be enabled on the primary database before you create
the logical standby database. Because Oracle only logs the columns that were
modified, this is not always sufficient to uniquely identify the row that changed and
additional (supplemental) information must be put into the redo log. The
supplemental information that is added to the redo logs helps log apply services to
correctly identify and maintain tables in the logical standby database.

To determine if supplemental logging is enabled on the primary database, query the
V$DATABASE fixed view. For example:
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SQL> SELECT SUPPLEMENTAL_LOG DATA PK, SUPPLEMENTAL_LOG DATA Ul FROM V$DATABASE;
SUP SUP

In this example, the NOvalues indicate that supplemental logging is not enabled on
the primary database.

If supplemental logging is enabled, then go to Section 4.1.7. If supplemental logging
is not enabled, then perform the steps in the following sections to enable
supplemental logging.

4.1.6.1 Enable Supplemental Logging
On the primary database, issue the following statement to add primary key and
unique index information to the archived redo logs:

SQL> ALTER DATABASE ADD SUPPLEMENTAL LOG DATA (PRI MARY KEY, UNI QUE | NDEX) COLUWNS;

This SQL statement adds the information to uniquely identify the row that changed
on the primary database so that log apply services can correctly identify and
maintain the same row on the standby database.

4.1.6.2 Switch to a New Redo Log
On the primary database, issue the following statement to switch to a new redo log:

SQL> ALTER SYSTEM ARCHI VE LOG CURRENT;

By switching to a new log file, you ensure that the redo logs do not contain both
supplemental log data and nonsupplemental log data. Logical standby databases
cannot use a redo log that contains both supplemental and nonsupplemental log
data.

4.1.6.3 Verify That Supplemental Logging Is Enabled

On the primary database, verify that supplemental logging is enabled by issuing the
same query used previously. For example:

SQL> SELECT SUPPLEMENTAL_LOG DATA PK, SUPPLEMENTAL_LOG DATA Ul FROM VSDATABASE;
SUP SUP

YES YES

In this example, the YES values indicate that supplemental logging is enabled on
the primary database. For all tables with a primary key (SUPPLEMENTAL _LOG _
DATA_PK) or unique index (SUPPLEMENTAL_LOG _DATA Ul ), all columns of the
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primary key and unique index are placed into the redo log whenever an update
operation is performed.

Note: If you enable supplemental logging on a primary database
in a Data Guard configuration that already contains physical
standby databases, then you must issue the ALTER DATABASE
ADD SUPPLEMENTAL LOG DATA statement on each physical
standby database to ensure that future switchover operations work
correctly.

See Also: Chapter 14, "Views" for more information about the
V$DATABASE view and the Oracle9i SQL Reference for more
information about the ALTER DATABASE ADD SUPPLENMENTAL
LOG DATA statements

4.1.7 Create an Alternate Tablespace

If you expect to perform switchover operations between the primary database and a
logical standby database, you should create an alternate tablespace in the primary
database and move the logical standby system tables to that separate tablespace.

Logical standby databases use a number of tables defined in the SYS and SYSTEM
schemas. By default, these tables are created in the SYSTEMtablespace. Some of
these tables can rapidly become very large. By preparing an alternate tablespace in
advance and moving the logical standby system tables to a separate tablespace, you
will prevent these tables from filling the entire SYSTEMtablespace. Move the tables
to the new tablespace before they are populated during the logical standby creation
process described in Section 4.2.

To create a new tablespace for the logical standby tables, issue the SQL CREATE
TABLESPACE statement. Then, use the DBMS_LOGVNR_D. SET_TABLESPACE
procedure to move the tables into the new tablespace on the primary database. For
example, the following statements create a new tablespace named | ogmrt s and
move the LogMiner tables into that tablespace:

SQL> CREATE TABLESPACE | ogmmrts DATAFI LE '/ diskl/oracl e/ dbs/Iogmrts. dbf’
2> S| ZE 25M AUTCEXTEND ON MAXSI ZE UNLI M TED;,
SQL> EXECUTE DBMS_LOGWNR _D. SET_TABLESPACE(’ | ogrmrts’);

Note that creating an alternate tablespace can take several minutes to complete.
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By creating an alternate tablespace on the primary database, any standby databases
created from the primary database will contain the new tablespace. If the primary
database later becomes a standby database, it will be set up correctly.

Note: If this primary database is part of a Data Guard
configuration that already contains a standby database and the
standby database has the initialization parameter STANDBY _FI LE
MANAGEMENT set to AUTO, then the previous commands will
automatically be applied to the standby database. If the STANDBY _
FI LE_MANAGEMENT initialization parameter is not set to AUTQ, then
the previous commands must be issued on the standby database to
ensure that future switchovers work correctly.

See Also: Oracle9i SQL Reference for information about the
CREATE TABLESPACE statement and the Oracle9i Supplied PL/SQL
Packages and Types Reference for information about the DBMS
LOGWNR _Dsupplied package

4.2 Creating a Logical Standby Database

This section describes the tasks you must perform to set up and create a logical
standby database. Table 4-2 provides a checklist of the tasks that you perform to
create a logical standby database and the database on which you perform each step.
There is also a reference to the section that describes the task in more detail.

Table 4-2 Create a Logical Standby Database

Reference Task Database
Section 4.2.1 ldentify the Primary Database Datafiles and Log Files Primary
Section 4.2.2 Make a Copy of the Primary Database Primary

Section 4.2.3  Prepare the Initialization Parameter File to Be Copied to the Standby System Primary

Section 4.2.4  Copy Files from the Primary Database Location to the Standby Location Primary
Section 4.2.5  Set Initialization Parameters on the Logical Standby Database Standby
Section 4.2.6  Create a Windows Service Standby
Section 4.2.7  Configure the Listener for Both the Primary and Standby Databases Primary and
Standby
Section 4.2.8  Enable Dead Connection Detection on the Standby System Standby
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Table 4-2 Create a Logical Standby Database

Reference Task Database
Section 4.2.9  Create Oracle Net Service Names Primary and
Standby
Section 4.2.10 Start and Mount the Logical Standby Database Standby
Section 4.2.11 Rename the Datafiles on the Logical Standby Database Standby
Section 4.2.12 Rename Online Redo Logs on the Logical Standby Database Standby
Section 4.2.13 Turn On the Database Guard Standby
Section 4.2.14 Reset the Database Name of the Logical Standby Database Standby
Section 4.2.15 Change the Database Name in the Parameter File Standby
Section 4.2.16 Create a New Temporary File for the Logical Standby Database Standby
Section 4.2.17 Register the Archived Redo Log and Start SQL Apply Operations Standby
Section 4.2.18 Enable Archiving to the Logical Standby Database Primary

Note: Perform the steps listed in Table 4-2 for each logical
standby database that you want to create.

4.2.1 ldentify the Primary Database Datafiles and Log Files

On the primary database, query the V3DATAFI LE view to list the files that will be
used to create the logical standby database. For example:

SQL> SELECT NAME FROM V$DATAFI LE;

/ di sk1/ oracl e/ or adat a/ payrol | / syst enD1. dbf
[ di sk1/ oracl e/ or adat a/ payr ol | / undot bs01. dbf
[ di sk1/ oracl e/ oradat a/ payrol I / cwn it e01. dbf

On the primary database, query the VSLOGFI LE view to list the primary database
logs. (This information will be used in later steps.) For example:

SQL> SELECT GROUP#, TYPE, MEMBER FROM V$LOGHI LE;
GROUP# TYPE VEMBER
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1 ONLI NE [/ di ski1/ or acl e/ or adat a/ payrol | / redo01. | og
2 ONLI NE / di sk1/ oracl e/ or adat a/ payrol | / redo02. | og
3 ONLI NE [/ di sk1/ oracl e/ or adat a/ payrol | / redo03. | og

4.2.2 Make a Copy of the Primary Database

Perform the following steps to make a closed backup copy of the primary database.

Step 1 Shut down the primary database.
On the primary database, use the following SQL*Plus statement to shut it down:

SQL> SHUTDOAN | MVEDI ATE;

Step 2 Copy the datafiles to a temporary location.

On the primary database, copy the datafiles that you identified in Section 4.2.1 to a
temporary location using an operating system utility copy command. The following
example uses the UNIX cp command:

cp /diskl/ oracl e/ oradat a/ payrol | / syst enD1. dbf
/ di sk1/ oracl e/ or adat a/ payrol | / st andby/ syst enD1. dbf

cp /diskl/oracl e/ oradata/ payrol | / undot bs01. dbf
/ di sk1/ oracl e/ oradat a/ payrol | / st andby/ undot bs01. dbf

cp /diskl/oracl e/ oradatal payrol | / cwnite0l. dbf
/ di sk1/ oracl e/ or adat a/ payrol | / st andby/ cwn i t e01. dbf

Copying the datafiles to a temporary location reduces the amount of time that the
primary database must remain shut down.

Step 3 Restart the primary database.

On the primary database, use the following SQL*Plus command to restart and
mount the primary database:

SQL> STARTUP MOUNT;
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Step 4 Create a backup copy of the control file for the standby database.
On the primary database, create a backup copy of the control file for the standby
database:

SQ.> ALTER DATABASE BACKUP CONTROLFI LE TO
2> ' [ diskl1/oracl e/ oradat a/ payrol | / standby/ payrol | 3. ctl";

Step 5 Enable restricted session mode on the primary database.

On the primary database, enable restricted session mode to reduce the likelihood of
users or applications performing any DML or DDL operations.

Caution: Do not allow any DML or DDL operations to occur until
after restricted session mode is disabled in step 7.

The following statement enables restricted session mode:
SQL> ALTER SYSTEM ENABLE RESTRI CTED SESSI ON;

Step 6 Build the LogMiner dictionary.

To create a logical standby database, you must manually build the dictionary for the
logical standby database. On the primary database, issue the following statements
to build the LogMiner dictionary:

SQL> ALTER DATABASE OPEN;
SQL> EXECUTE DBMS_LOGSTDBY. BUI LD;

Step 7 Disable restricted session mode on the primary database.

On the primary database, disable restricted session mode using the following SQL
statement:

SQL> ALTER SYSTEM DI SABLE RESTRI CTED SESSI ON;

Step 8 Identify the latest archived redo log.

To obtain a starting point for building the logical standby database, query the
V$ARCH VED_LOGview, identify the latest archived redo log, and record its name
for use later in the creation process. The following query includes the

DI CTI ONARY_BEG Nclause to find the name of the new dictionary and the
STANDBY_DEST clause to show information only for the local destination. (Without
the STANDBY_DEST clause, the information will include output for both the local
and standby destinations.) For example:

SQL> ALTER SYSTEM ARCH VE LOG CURRENT;

4-14 Oracle Data Guard Concepts and Administration



Creating a Logical Standby Database

SQ.> SELECT NAME FROM V$ARCH VED LOG
2> WHERE ( SEQUENCE#=( SELECT MAX( SEQUENCE#) FROM V$ARCH VED LOG
3> VWHERE DI CTI ONARY_BEG N = ' YES' AND STANDBY_DEST= 'NO));

/[ di sk1/ oracl e/ or adat a/ payrol | / ar c0004. 001

Remember to record the name of the archived redo log for use later in the creation
process.

4.2.3 Prepare the Initialization Parameter File to Be Copied to the Standby System

Create a text initialization parameter file from the server parameter file used by the
primary database; a text initialization parameter file can be copied to the standby
location and modified. The following example shows the statement you use on the
primary database to create a text initialization parameter file from an spfile:

SQL> CREATE PFI LE='/ di sk1/oracl e/ dbs/initpayrol|3.ora’ FROM SPFI LE;

Later, in Section 4.2.15, you will convert this file back to a server parameter file after
it is modified to contain the parameter values appropriate for use with the logical
standby database.

4.2.4 Copy Files from the Primary Database Location to the Standby Location

On the primary database, use an operating system copy utility to copy the
following binary files from the primary database site to the standby site:

« Backup datafiles and control files created in Section 4.2.2.
« Latest archived redo log that was identified in step 8 of Section 4.2.2.

« Database initialization parameter file created in Section 4.2.3.

4.2.5 Set Initialization Parameters on the Logical Standby Database

Although most of the initialization parameter settings in the text initialization
parameter file that you copied from the primary system are also appropriate for the
logical standby database, some modifications need to be made.

Example 4-1 shows the portion of the standby text initialization parameter file
where values have been modified for the logical standby database. Parameter
values that were changed are shown in bold typeface.
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Example 4-1 Modifying Initialization Parameters for a Logical Standby Database

db_nane=PAYROLL

conpatible=9.2.0.1.0

control _files="/diskl/ oracl e/ oradat a/ payrol | / st andby/ payrol | 3. ct |’
| og_archive_start=TRUE

standby_ar chi ve_dest =" / di sk1/ or acl e/ or adat a/ payr ol | / st andby’

| og_archive_format=l og%l_% _%.arc

| og_archive_dest _1=" LOCATI ON=/ di sk1/ or acl e/ or adat &/ payrol | / arch/’

| og_parall elisml

paral | el _max_servers=9

i nst ance_nane=PAYROLL3

# The following parameter is required only if the primary and standby databases
# are located on the same system

| ock_name_space=PAYROLL3

The following list provides a brief explanation about the setting of the parameters
shown in Example 4-1:

« db_nane - Not modified. The same name as the primary database.
« conpati bl e - Not modified. The same as the primary database, 9.2.0.1.0.

« control _fil es - Specify the path name and filename for the standby control
file.

« |l og_archive_start - Not modified. The same as the setting for the primary
database, TRUE.

« standby_archi ve_dest - Specify the location of the archived redo logs that
will be received from the primary database.

« |l og_archive_format - Specify the format for the archived redo logs using a
DBID (%d), thread (%t), and sequence number (%s).

« |l og_archive_dest 1 - Specify the location where the redo logs are to be
archived.

« | og_parall el i sm-Not modified. The same value as the primary database.

« parallel_max_servers-Setto9.
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« i nstance_nane - If this parameter is defined, specify a different value for the
standby database than the primary database when the primary and standby
databases reside on the same host.

« | ock_nane_space - Specify the standby database instance name.

Use this parameter when you create the logical standby database on the same
system as the primary database. You must change the | NSTANCE NAME
parameter to a value other than its primary database value, and set this LOCK _
NANME_SPACE initialization parameter to the same value that you specified for
the standby database | NSTANCE NAME initialization parameter.

Caution: Review the initialization parameter file for additional
parameters that may need to be modified. For example, you may
need to modify the dump destination parameters (backgr ound_
dunp_dest,core_dunp_dest,user _dunp_dest) if the
directory location on the standby database is different from those
specified on the primary database. In addition, you may have to
create some directories on the standby system if they do not
already exist.

See Also: Chapter 11 for a complete explanations of all the
initialization parameters that can be used to modify a Data Guard
environment

4.2.6 Create a Windows Service

If the standby system is on a Windows system, then you must create a Windows
Service. Run the ORADI Mutility to create both the Windows Service and a password
file. For example:

W NNT> oradi m - NEW - SI D payrol | 3 - STARTMOXDE aut o

See Also: Oracle9i Database Administrator’s Guide for Windows for
more information about using the ORADIM utility

4.2.7 Configure the Listener for Both the Primary and Standby Databases

On both the primary and standby sites, use Oracle Net Manager to configure a
listener for the respective databases. If you plan to manage the configuration using
the Data Guard broker, you must configure the listener to use the TCP/IP protocol
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and statically register service information for each database using the SID for the
database instance.

To restart the listeners (to pick up the new definitions), enter the following
LSNRCTL utility commands on both the primary and standby systems:

% | snrctl stop
% Ilsnrctl start

See Also: Oracle9i Net Services Administrator’s Guide

4.2.8 Enable Dead Connection Detection on the Standby System

Enable dead connection detection by setting the SQLNET. EXPI RE_TI ME parameter
to 2 in the SQLNET. ORA parameter file on the standby system. For example:

SQLNET. EXPI RE_TI ME=2

4.2.9 Create Oracle Net Service Names

On both the primary and standby systems, use Oracle Net Manager to create a
network service name for the primary and standby databases that will be used by
log transport services.

The Oracle Net service name must resolve to a connect descriptor that uses the
same protocol, host address, port, and SID that you specified when you configured
the listeners for the primary and standby databases. The connect descriptor must
also specify that a dedicated server be used.

See Also: Oracle9i Net Services Administrator’s Guide

4.2.10 Start and Mount the Logical Standby Database

Use the STARTUP statement to start and mount the logical standby database. Do not
open the database; it should remain closed to user access until later in the creation
process. For example:

SQL> STARTUP MOUNT PFI LE=i ni t payrol | 3. or a;

4.2.11 Rename the Datafiles on the Logical Standby Database

On the logical standby database, rename all of the datafiles that were identified in
Section 4.2.1 and copied from the primary database. For example:

SQL> ALTER DATABASE RENAME FI LE '/ di sk1/oracl e/ oradat a/ payrol | / syst enD1. dbf’
2> TO '/ di sk1/ oracl e/ oradat a/ payrol | / st andby/ syst enD1. dbf " ;
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SQL> ALTER DATABASE RENAME FI LE ' /di sk1/oracl e/ oradat a/ payrol | / undot bs01. dbf’
2> TO '/ di sk1/ oracl e/ oradat a/ payrol | / st andby/ undot bs01. dbf’

SQL> ALTER DATABASE RENAME FI LE '/ di sk1/oracl e/ oradat a/ payrol |/ cwnlite0l. dbf’
2> TO '/ di sk1/ oracl e/ oradat a/ payrol | / st andby/ cwri i t e01. dbf’

These statements specify the datafile names that are in the control file, it does not
rename the actual datafiles.

On the standby database, query the NAME column in the VSDATAFI LE view to
verify that all datafile locations are correct. (This is the same query shown in
Section 4.2.1.)

4.2.12 Rename Online Redo Logs on the Logical Standby Database

Although the online redo logs were not copied from the primary database, they
must all be renamed so that the pointer in the control file is updated to point to the
correct location. The location and name of the online redo logs were identified in
Section 4.2.1. For example:

SQL> ALTER DATABASE RENAME FI LE '/ di sk1/oracl e/ oradat a/ payrol | /redo0l. | og’
2> TO '/ di skl/ oracl e/ oradat a/ payrol | / st andby/ redo01. | og’ ;

On the standby database, query the NAME column in the V$DATAFI LE view to
verify that all log locations are correct. (This is the same query shown in
Section 4.2.1.)

4.2.13 Turn On the Database Guard

To prevent users from updating objects in the logical standby database, turn on the
database guard by issuing the following SQL statements on the standby database:

SQL> ALTER DATABASE GUARD ALL;
SQL> ALTER DATABASE OPEN RESETLOCGS;

4.2.14 Reset the Database Name of the Logical Standby Database

Run the Oracle DBNEWID (nid) utility to change the database name of the logical
standby database. Changing the name prevents any interaction between this copy
of the primary database and the original primary database.
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Before you run the DBNEWID (nid) utility, you must shut down the database, and
then start and mount it. For example:

SQ.> SHUTDOMN | MVEDI ATE;
SQL> STARTUP MOUNT PFI LE=i ni t payrol | 3. or a;

Now, run the Oracle DBNEWID utility on the standby database to change the
database name and shut it down:

ni d TARGET=SYS/ passwor d@AYROLL3 DBNAVE=PAYROLL3
Connected to database PAYROLL (DBI D=1456557175)

Control Files in database:
/ di sk1/ or acl e/ or adat a/ payr ol | / st andby/ st dby. ct |
Change database ID and dat abase nane PAYROLL to PAYROLL3? (Y/[N]) =>vy

Proceeding with operation
Changi ng dat abase I D from 1456557175 to 416458362
Changi ng dat abase name from PAYROLL to PAYROLL3
Control File /diskl/oracle/oradatal/payroll/standby/payroll3.ctl - nodified
Datafile /diskl/ oracl e/ oradatal/ payrol |/ standby/ systen01. dbf - dbid changed,
wrote new nane
Datafile /diskl/oracl e/ oradatal payrol |/ standby/ undot bs01. dbf -dbi d changed,
wrote new nane

Control File /diskl/oracle/oradatal/payroll/standby/payroll3.ctl-dbid
changed, wote new name

Dat abase nanme changed to PAYROLL3.

Modify paraneter file and generate a new password file before restarting.
Dat abase | D for database PAYROLL3 change to 416458362.

Al'l previous backups and archived redo logs for this database are unusabl e.
Shut down dat abase and open with RESETLOGS opti on.

Successful |y changed dat abase name and ID.

DBNEW D - Conpl et ed successful ly.

If you use a password file for authenticatison, you must re-create the password file
after running the Oracle DBNEWID (nid) utility.

4.2.15 Change the Database Name in the Parameter File

The output from the DBNEWID utility states that you must update the initialization
parameter file. The following steps describe how to perform this task.
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Step 1 Modify the DB_NAME parameter.

Set the DB_NAME initialization parameter in the text initialization parameter file to
match the new name:

db_name=PAYROLL3

Step 2 Shut down the standby database.
On the standby database, issue the following SQL statement:

SQL> SHUTDOMN | MVEDI ATE;

Step 3 Create a server parameter file for the standby database.

Connect to an idle instance of the standby database, and create a server parameter
file for the standby database from the text initialization parameter file that was
edited in Section 4.2.5 and in step 1 of this section. For example:

SQL> CREATE SPFI LE FROM PFI LE=i ni t payrol | 3. or a;

Step 4 Restart the logical standby database.
Start and open the database to user access, as follows:

SQL> STARTUP MOUNT;
SQL> ALTER DATABASE OPEN RESETLCGS;

4.2.16 Create a New Temporary File for the Logical Standby Database

The temporary files, which were included as a part of the closed backup operation
on the primary database, are not viable on the logical standby database. (It is not
necessary to copy temporary files from the primary database to the logical standby
database.)

To identify and drop obsolete temporary files, perform the following steps on the
logical standby database.

Step 1 Identify the current temporary files.

On the logical standby database, issue the following query to identify the current
temporary files for the standby database:
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SQL> SELECT * FROM V$TEMPFI LE;
no rows sel ected

If this query returns "no rows selected" as shown in the example, skip step 2 and go
to step 3.

Step 2 Drop each current temporary file from the standby database.
Drop each current temporary file from the standby database, as follows:

SQL> ALTER DATABASE TEMPFI LE 'tenpfil ename’ DROP,

Step 3 Add a new temporary file.

On the logical standby database, perform the following tasks to add a new
temporary file to the tablespace:

1. ldentify the tablespace that should contain the temporary file, for example:

SQL> SELECT TABLESPACE _NAME FROM DBA TABLESPACES WHERE
2> CONTENTS =" TEMPORARY" ;

TABLESPACE_NAME

2. Add a new temporary file, for example:

SQ.> ALTER TABLESPACE TEMP ADD TEMPFI LE
2> '/ diskl/oracl e/ oradat a/ payrol I / st andby/t enp01. dbf’
3> SI ZE 40M REUSE;

4.2.17 Register the Archived Redo Log and Start SQL Apply Operations

To register the most recently archived redo log and begin applying data from the
redo logs to the standby database, perform the following steps.

Step 1 Register the most recently archived redo log with log apply services.

Register the archived redo log that was identified in step 8 of Section 4.2.2. The
following example specifies the filename and location of the most recently archived
redo log that you copied to the logical standby site:

SQ.> ALTER DATABASE REG STER LOG CAL LOGFI LE
2> '/ diskl/oracl el oradat a/ payrol | / standby/ arc0004. 001" ;
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Step 2 Start applying redo logs to the logical standby database.

Specify the following SQL statement to begin applying redo logs to the logical
standby database. For example:

SQL> ALTER DATABASE START LOG CAL STANDBY APPLY | NI TIAL;

Note: Only include the | NI TI AL keyword the first time you start
applying data from redo logs to the standby database. For example,
the following statements show how to subsequently stop and start

SQL apply operations:

SQL> ALTER DATABASE STOP LOG CAL STANDBY APPLY;
SQL> ALTER DATABASE START LOG CAL STANDBY APPLY;

4.2.18 Enable Archiving to the Logical Standby Database

This section describes the minimum amount of work you must do on the primary
database to set up and enable archiving on the logical standby database.

See Also:  Chapter 5 for information about log transport services
and Chapter 12 for reference information about additional
attributes you can set on the LOG_ARCHI VE_DEST _n initialization
parameter

Step 1 Set initialization parameters to define archiving.

To configure archive logging from the primary database to the standby site the
LOG_ARCHI VE_DEST_n and LOG_ARCHI VE_DEST_STATE_n parameters must be
defined.

The following example sets the initialization parameters needed to enable archive
logging on the standby site:

SQL> ALTER SYSTEM SET LOG ARCH VE DEST 3=' SERVI CE=payrol | 3' SCOPE=BOTH;
SQL> ALTER SYSTEM SET LOG ARCH VE_DEST STATE 3=ENABLE SCOPE=BOTH,

Step 2 Start remote archiving.

Archiving of redo logs to the remote standby location does not occur until after a
log switch. A log switch occurs, by default, when an online redo log becomes full.
To force the current redo logs to be archived immediately, use the SQL ALTER
SYSTEMstatement on the primary database. For example:

SQA> ALTER SYSTEM ARCH VE LGG OURRENT;

Creating a Logical Standby Database 4-23



Verify the Logical Standby Database

See Also: Chapter 7 if you intend for the logical standby database
to be the target of a switchover operation in the future. This chapter
describes how to define a database link to the primary database
that will be used during switchover operations.

4.3 Verify the Logical Standby Database

Once you create a logical standby database and set up log transport services and log
apply services, you might want to verify that redo logs are being transmitted from
the primary database and applied to the standby database. To check this, perform
the following steps.

Step 1 Verify that the redo logs have been registered.

To verify that the redo logs were registered on the logical standby system, connect
to the logical standby database and query the DBA LOGSTDBY_LOGview. For
example:

SQ.> ALTER SESSI ON SET NLS_DATE FORMAT = ' DD MON-YY HH24: M : SS' ;
Session al tered.

SQL> SELECT SEQUENCE#, FIRST_TIME, NEXT_TIME, DI CT_BEG N, DI CT_END
2> FROM DBA_LOGSTDBY_LOG ORDER BY SEQUENCE#,

SEQUENCE# FI RST_TI ME NEXT_TI ME DCDC

66665685
6666868586

8 rows sel ected.

Step 2 Archive some redo logs.
Connect to the primary database and archive some redo logs. For example:

SQL> ALTER SYSTEM ARCH VE LOG CURRENT;
System al tered.
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SQ.> ALTER SYSTEM ARCHI VE LOG CURRENT;
System al tered.

Step 3 Query the DBA_LOGSTDBY_LOG view again.
Connect to the logical standby database and query the DBA LOGSTDBY_LOGview
again;

SQL> ALTER SESSI ON SET NLS DATE FORMAT = 'DD- MON-YY HH24: M :SS';
Session al tered.

SQL> SELECT SEQUENCE#, FIRST TIME, NEXT_TIME, DI CT_BEG N, DI CT_END
2 FROM DBA_LOGSTDBY_LOG ORDER BY SEQUENCE;

SEQUENCE# FI RST_TI ME NEXT_TI ME DCDC

66666568856
6666658688656

10 rows sel ected.

By checking the files on the standby database, archiving a few redo logs, and then
checking the standby database again, you can see that the new redo logs were
registered. These logs are now available for log apply services to begin applying
them.

Step 4 Verify that data from the redo logs is being applied correctly.

On the logical standby database, query the DBA LOGSTDBY_STATS view to verify
that redo data is being applied correctly. For example:

SQ.> COLUWN NAME FORMAT A30
SQL> COLUWN VALUE FORVAT A30
SQL> SELECT NAME, VALUE FROM V$LOGSTDBY_STATS WHERE NAME = 'coordinator state';

NAME VALUE
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coordinator state I NI TI ALI ZI NG

In the example, the output from the DBA_LOGSTDBY_STATS view shows the
coordinator process is in the initialization state. When the coordinator process is
initializing, log apply services are preparing to begin SQL apply operations, but
data from the redo logs is hot being applied to the logical standby database.

Note: The first time log apply services start, it can take a
considerable amount of time for log apply services to initialize and
prepare the database. If the logical standby database has many
tables, the initialization and preparation can take hours. However,
after the initial preparation activity, subsequent restarts go much
more quickly.

Knowing the state of the coordinator process is of particular importance because it
is the LSP background process that instructs all of the other logical standby
processes.

Step 5 View the VSLOGSTDBY view to see current SQL apply activity.

On the logical standby database, query the VELOGSTDBY view to see a current
snapshot of SQL apply activity. A text message describing the current activity of
each process involved in reading and applying changes is displayed.

Example 4-2 shows typical output during the initialization phase.

Example 4-2 V$LOGSTDBY Output During the Initialization Phase
SQ.> COLUWN STATUS FORMAT A50

SQL> COLUWN TYPE FORMAT Al12

SQ.> SELECT TYPE, H GH SCN, STATUS FROM V$LOGSTDBY;

TYPE H GH_SCN STATUS

COORDI NATOR ORA-16115: | oading Log M ner dictionary data

READER ORA-16127: stalled waiting for additional transact
ions to be applied

BU LDER ORA-16117: processing

PREPARER ORA-16116: no work avail abl e

SQ.> SELECT TYPE, H GH_SCN, STATUS FROM V$LOGSTDBY;
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TYPE HI GH_SCN STATUS

COORDI NATOR ORA-16126: | oading table or sequence object nunber
READER ORA-16116: no work avail able

BUI LDER ORA-16116: no work avail able

PREPARER ORA-16116: no work available

Once the coordinator process begins applying redo data to the logical standby
database, the VSLOGSTDBY view indicates this by showing the APPLYING state.

Example 4-3 shows typical output during the applying phase. Notice that the
values in the Hl GH_SCNcolumn continue to increment. The numbers in this column
will continue to increase as long as changes are being applied. The H GH_SCN
column serves only as an indicator of progress.

Example 4-3 V$LOGSTDBY Output During the Applying Phase

SQ.> COLUWN NAME FORVAT A30

SQ.> COLUWN VALUE FORVAT A30

SQL> SELECT NAME, VALUE FROM V3LOGSTDBY_STATS WHERE NAME = ' coordinator state';
NAVE VALUE

coordinator state APPLYI NG

SQL> COLUWN STATUS FORMAT A50
SQL> COLUWN TYPE FORMAT Al12
SQ.> SELECT TYPE, H GH_SCN, STATUS FROM V$LOGSTDBY;

TYPE H GH_SCN STATUS

COCRDI NATOR ORA- 16117: processing

READER ORA-16127: stalled waiting for additional transact
ions to be applied

BU LDER 191896 ORA-16116: no work avail able

PREPARER 191902 ORA-16117: processing

ANALYZER 191820 ORA-16120: dependencies being conputed for transac
tion at SCN 0x0000.0002ed4e

APPLI ER 191209 ORA-16124: transaction 1 16 1598 is waiting on ano
ther transaction

APPLI ER 191205 ORA-16116: no work avail able

APPLI ER 191206 ORA-16124: transaction 1 5 1603 is waiting on anot

her transaction
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APPLI ER 191213 ORA-16117: processing
APPLI ER 191212 ORA-16124: transaction 1 20 1601 is waiting on ano
ther transaction

APPLI ER 191216 ORA-16124: transaction 1 4 1602 is waiting on anot
her transaction

11 rows sel ected.

Step 6 Check the overall progress of log apply services.

To check the overall progress of log apply services, query the DBA LOGSTDBY _
PROGRESS view on the standby database. For example:

SQL> SELECT APPLIED_SCN, NEVEST SCN FROM DBA LOGSTDBY PROGRESS;

APPLI ED_SCN NEWEST_SCN

180702 180702

When the numbers in the APPLI ED_SCN and NEVEEST _SCN columns are equal (as
shown in the query example), it means that all of the available data in the redo log
was applied. These values can be compared to the values in the FI RST_CHANGE#
column in the DBA_LOGSTDBY_LOGvView to see how much log information has to
be applied and how much remains.

See Also: Section 5.9, "Monitoring Redo Log Archival
Information" and Section 6.5, "Monitoring Log Apply Services for
Physical Standby Databases" for information about how to verify
that both log transport and log apply services are working correctly
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Log Transport Services

This chapter describes log transport services and how they control the transmission
of redo data to standby databases. It includes the following topics:

Introduction to Log Transport Services

Data Protection Modes

Transporting Redo Data

Destination Parameters and Attributes

Transmission and Reception of Redo Data

Log Transport Services in Sample Configurations

Setting the Data Protection Mode of a Data Guard Configuration
Log Transport Services Administration

Monitoring Redo Log Archival Information

5.1 Introduction to Log Transport Services

Log transport services control the automated transfer of redo data within a Data
Guard configuration.

Log transport services also control the level of data protection for your database.
You can configure log transport services to balance data protection and availability
against performance. In a Data Guard environment, log transport services
coordinate with log apply services and role management services for switchover
and failover operations.
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Figure 5-1 shows a simple Data Guard configuration with redo logs being archived
from a primary database to a local destination and to a remote standby database
destination using log transport services.

Figure 5-1 Archiving Redo Logs

Archived Redo Logs Archived Redo Logs

Log Transport Services

Log Apply Services

Standby

Primary
Database

Database

The following concepts are important in understanding log transport services:

Redo logs

Redo logs contain the data needed to recover a database. They are also used on
a standby system to apply updates to the standby database.

Redo log destinations

Redo log destinations specify the location and types of redo logs along with the
policies used to manage them.

Transmission and reception of redo logs

Log transport services are responsible for the transmission and reception of
redo data. This involves transmitting redo data throughout a Data Guard
configuration and ensuring that data from the redo logs is committed to disk.

Data protection

You can set archive destination attributes and log transport services options to
enforce any of the three distinct modes of data protection.

In summary, log transport services transmit redo logs to various destinations where
redo data is written to archived redo logs.
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5.2 Data Protection Modes

A Data Guard configuration always runs in one of three data protection modes:
maximum protection, maximum availability, or maximum performance. Each of
these protection modes provides a different balance of data protection, data
availability, and primary database performance. To select the protection mode that
best meets your business needs, you should carefully consider your data protection
requirements and the performance expectations of your users.

Maximum protection mode offers the highest level of data protection. A primary
database transaction will not commit until the redo data needed to recover that
transaction is written to at least one physical standby database that meets the
minimum requirements for this mode. If the primary database is unable to write the
redo data to at least one such standby database, the primary database will shut
down to prevent the generation of unprotected data. This protection mode
guarantees no data loss, but it has the highest potential impact on the performance
and availability of the primary database.

Maximum availability mode offers the next highest level of data protection. A
primary database transaction will not commit until the redo data needed to recover
that transaction is written to at least one standby database that meets the minimum
requirements for this mode. Unlike maximum protection mode, the primary
database will not shut down if it is unable to write the redo data to at least one such
standby database. Instead, the protection mode will be temporarily lowered to
maximum performance mode until the fault is corrected and the standby database
catches up with the primary database. This mode guarantees no data loss unless the
primary database fails while it is in maximum performance mode. This protection
mode provides the highest level of data protection that is possible without affecting
the availability of the primary database.

Maximum performance mode is the default protection mode. A primary database
transaction will not wait to commit until the redo data needed to recover that
transaction is written to a standby database. Therefore, some data might be lost if
the primary database fails and the redo data needed to recover committed
transactions is not available at any standby database. This mode provides the
highest level of data protection that is possible without affecting the performance or
availability of the primary database.

Each of these data protection modes requires that at least one standby database in
the configuration use a specific set of log transport services attributes. The
remainder of this chapter describes those attributes in detail. Once you understand
these attributes, you can make the appropriate configuration changes needed to
support the Data Guard protection mode that is right for your business.

Log Transport Services 5-3



Transporting Redo Data

See Section 5.7 for a description of the SQL statement that is used to set the data
protection mode for a Data Guard configuration.

5.3 Transporting Redo Data

Data Guard automatically maintains the standby database by transmitting primary
database redo data to the standby system and then applying the redo logs to the
standby database. This section describes using the following types of redo logs in a
Data Guard configuration:

« Online Redo Logs
« Archived Redo Logs
« Standby Redo Logs

5.3.1 Online Redo Logs

The online redo logs are a set of two or more files that record all changes made to
Oracle datafiles and control files. Whenever a change is made to the database, the
Oracle database server writes the data and generates a redo record in the redo
buffer. The logwriter process flushes the contents of the redo buffer into the online
redo log.

The current online redo log is the one being written to by the logwriter process.
When the logwriter process gets to the end of the file, it performs a log switch and
begins writing to a new log file. If you run the database in ARCHIVELOG mode,
then an archiver process copies the online redo log into an archived redo log.

A redo log group is a set of two or more redo logs that are multiplexed for
redundancy. The logwriter process will write the same redo data to all redo logs in a
group. If a write error occurs on one of the logs, then the redo data will still be
available in the other redo logs in the group.

Both the size of the online redo logs and the frequency with which they switch
affect the generation of archived redo logs at the primary site. In general, the most
important factor in deciding what size to make an online redo log is the amount of
application data that needs to be applied to a standby database during a database
failover operation. The larger the online redo log, the more data needs to be applied
to a standby database to make it consistent with the primary database.

The Oracle database server will attempt a checkpoint at each log switch. Therefore,
if the online redo log size is too small, frequent log switches will lead to frequent
checkpointing and negatively affects system performance on the standby database.
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See Also:  Oracle9i Database Administrator’s Guide for more details
about configuring online redo logs and online redo log groups

5.3.2 Archived Redo Logs

An archived redo log is a copy of one of the filled members of an online redo log
group made when the database is in ARCHIVELOG mode. After the LGWR process
fills each online redo log with redo records, the archiver process copies the log to
one or more archive log destinations.

By archiving filled online redo logs, older redo log data is preserved for operations
such as media recovery, while the preallocated online redo logs continue to be
reused to store the most current database changes. On a standby system, the
archived redo logs are used to apply primary database changes to the standby
database.

5.3.2.1 Setting Permission to Archive Redo Logs

Permission for the archiving of online redo logs to remote destinations is specified
using the REMOTE_ARCHI VE_ENABLE initialization parameter. This parameter
provides TRUE, FALSE, SEND, and RECEI VE options. In most cases, you should set
this parameter to TRUE on both the primary and standby databases in a Data Guard
environment. To independently enable and disable the sending and receiving of
remote archived redo logs, use the SEND and RECEI VE values.

For example, to ensure that the primary database never accidentally receives any
archived redo logs, you can set the REMOTE_ARCHI VE_ENABLE initialization
parameter to SEND on the primary database. Conversely, to ensure that the standby
database never remotely archives the standby redo logs, you can set the REMOTE
ARCHI VE_ENABLE initialization parameter to RECEI VE on the standby database.

See Also: Chapter 7 for information about setting initialization
parameters for role transition operations

5.3.2.2 Controlling the Reuse of Archived Redo Logs

The CONTROL_FI LE_RECORD_KEEP_TI ME initialization parameter specifies the
minimum number of days that must pass before a reusable record in the control file
can be reused. Setting this parameter prevents log transport services from
overwriting a reusable record in the control file. (It applies only to records in the
control file that are serially reusable.) This parameter helps to ensure that the
archived redo log information remains available on the standby database. This is
especially important when you have specified an apply delay for the standby

Log Transport Services 5-5



Transporting Redo Data

database. The range of values for this parameter is 0 to 365 days. The default value
is 7 days.

See Also: Oracle9i Database Reference for more details about the
CONTRCL_FI LE_RECORD_KEEP_TI ME initialization parameter

5.3.2.3 Specifying a Time Lag for the Application of Redo Logs

In some cases, you may want to create a time lag between the archiving of a redo
log at the primary site and the applying of the redo log at the standby site. A time
lag can protect against the application of corrupted or erroneous data from the
primary site to the standby site.

Use the DELAY=mi nut es attribute of the LOG_ARCHI VE_DEST _n initialization
parameter to specify a time lag for applying redo logs at the standby site. The
DELAY interval is relative to when the archived redo log is complete at the
destination. It does not delay the transport of the redo log to the standby database.
The default setting for this attribute is NODELAY. If the DELAY attribute is set with
no value specified, then the value for this attribute is 30 minutes.

See Also:

« Section 10.2, "Using a Physical Standby Database with a Time
Lag"

« Section 13.12 for physical standby databases using the DELAY
control option on the ALTER DATABASE RECOVER MANAGED
STANDBY DATABASE DELAY statement to supersede any
apply delay interval specified on the primary database

«  Oracle9i Supplied PL/SQL Packages and Types Reference for logical
standby databases using the DBMS_LOGSTDBY. APPLY_SET
procedure to supersede any apply delay interval specified on
the primary database

5.3.3 Standby Redo Logs

5-6

Note: This section applies to physical standby databases only.

Standby redo logs are similar to online redo logs and are required for physical
standby databases running in maximum protection mode and maximum
availability mode. Redo data transmitted from the primary database is received by
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the remote file server process (RFS) on the standby system where the RFS process
will write the redo data to either standby redo logs or to archived redo logs.

Standby redo logs form a separate pool of log file groups. During a failover
operation, they enable Data Guard to apply more redo data than what is available
in the archived redo logs alone. Because standby redo logs must be archived before
the data can be applied to the standby database, the archiver process must be
started on the standby database. Figure 5-2 shows a Data Guard configuration in
which the RFS process receives redo data from the log writer process and writes it
to standby redo logs. A log switch on the primary database triggers a log switch on
the standby database that results in the archiver process archiving the standby redo
logs to archived redo logs on the standby database.

Figure 5-2 Redo Log Reception Options
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5.3.3.1 Size and Number of Standby Redo Logs

The size of a standby redo log must exactly match the primary database online redo
logs. For example, if the primary database uses two online redo log groups whose
log size is 100K and 200K, respectively, then the standby database should have
standby redo log groups with those same sizes.

5.3.3.1.1 Number of Standby Redo Log Groups The minimum configuration should
have one more standby redo log group than the primary database.

It might be necessary to create additional standby log groups on the physical
standby database, so that the archival operation has time to complete before the
standby redo log is reused by the RFS process. If the primary database is operating
in maximum protection mode and a standby redo log cannot be allocated, the
primary database instance might shut down immediately. If the primary database is
operating in maximum protection mode or maximum availability mode, then the
primary database might wait for the standby redo log to become available.
Therefore, be sure to allocate an adequate number of standby redo logs.

Caution: Whenever you add an online redo log to the primary
database, you must add a corresponding standby redo log to the
standby database. If you do not add a standby redo log to the
standby database, the primary database might shut down.

During testing, the easiest way to determine if the current standby log configuration
is satisfactory is to examine the contents of the RFS process trace file and the
database alert log. If messages indicate that the RFS process frequently has to wait
for a group because archiving did not complete, add more standby log groups.

When you use Real Application Clusters, the various standby redo logs are shared
among the various primary database instances. Standby redo log groups are not
dedicated to a particular primary database thread.

5.3.3.1.2 Guidelines for Standby Redo Log Groups Consider the database parameters
that can limit the number of standby redo log groups before setting up or altering
the configuration of the standby redo log groups. The following parameters limit
the number of standby redo log groups that you can add to a database:

« The MAXLOGHI LES clause of the CREATE DATABASE statement for the primary
database determines the maximum number of groups of standby redo logs per
physical standby database. The only way to override this limit is to re-create the
primary database or control file.
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« The LOG_FI LES parameter can temporarily decrease the maximum number of
groups of standby redo logs for the duration of the current instance.

«  The MAXLOGVEMBERS clause of the CREATE DATABASE statement used for the
primary database determines the maximum number of members per group.
The only way to override this limit is to re-create the primary database or
control file.

See Also:  Oracle9i SQL Reference

5.3.3.2 Creating Standby Redo Logs

Standby redo logs are created using the ADD STANDBY LOGFI LE clause of the
ALTER DATABASE statement.

To verify that standby redo logs were created, query the VESTANDBY _LOGview
(displays standby redo log status as ACTI VE or | NACTI VE) or the V$LOGFI LE
view. The following example queries the VSLOGFI LE view:

SQ> SELECT * FROM V$LOGFI LE WHERE TYPE = ’ STANDBY' ;

5.3.3.3 Creating Standby Redo Log Groups

Note: Although standby redo logs are only used when the
database is running in the physical standby role, Oracle
Corporation recommends that you create standby redo logs on the
primary database so that the primary database can switch over
quickly to a standby role without the need for DBA intervention.

Standby redo logs can be multiplexed to increase the availability of redo logs,
similar to the way that online redo logs are multiplexed. Plan the standby redo log
configuration of a database and create all required groups and members of groups
after you instantiate the standby database. To create new standby redo log groups
and members, you must have the ALTER DATABASE system privilege. A database
can have as many groups as the value of the MAXLOGFI LES clause that was
specified on the SQL CREATE DATABASE statement.

To create a new group of standby redo logs, use the ALTER DATABASE statement
with the ADD STANDBY LOGHI LE clause.

The following statement adds a new group of standby redo logs to a physical
standby database:
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SQ.> ALTER DATABASE ADD STANDBY LOGFI LE
2> ("/oracle/dbs/loglc.rdo’,’/oracle/dbs/log2c.rdo’) SIZE 500K;

You can also specify a number that identifies the group using the GROUP option:

SQ.> ALTER DATABASE ADD STANDBY LOGFI LE GROUP 10
2> ("/oracleldbs/loglc.rdo’,’/oracle/dbs/log2c.rdo’) SIZE 500K;

Using group numbers can make administering standby redo log groups easier.
However, the group number must be between 1 and the value of the MAXLOGFI LES
initialization parameter. Do not skip redo log file group numbers (that is, do not
number groups 10, 20, 30, and so on), or you will use additional space in the
physical standby database control file.

The physical standby database begins using the newly created standby redo logs
the next time there is a log switch on the primary database. To verify that the
standby redo log groups are created and running correctly, invoke a log switch on
the primary database, and then query the V$STANDBY_LOGview on the physical
standby database.

SQL> SELECT GROUP#, THREAD#, SEQUENCE#, ARCHI VED, STATUS FROM V$STANDBY_LOG,

GROUP# THREAD# SEQUENCE# ARC STATUS

3 1 16 NO ACTIVE
4 0 0 YES UNASSI GNED
5 0 0 YES UNASSI GNED

5.3.3.4 Adding Standby Redo Log Members to an Existing Group

In some cases, it might not be necessary to create a complete group of standby redo
logs. A group could already exist, but not be complete because one or more
members were dropped (for example, because of disk failure). In this case, you can
add new members to an existing group.

To add new standby redo log group members, use the ALTER DATABASE statement
with the ADD STANDBY LOGFI LE MEMBER parameter. The following statement
adds a new member to redo log group number 2:

SQL> ALTER DATABASE ADD STANDBY LOGFI LE MEMBER ' /di sk1/ oracl e/ dbs/| og2b. rdo’
2> TO GROUP 2;

Use fully-qualified filenames of new log members to indicate where the file should
be created. Otherwise, files will be created in either the default or current directory
of the database server, depending upon your operating system.
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5.4 Destination Parameters and Attributes

Log transport services transmit redo data to up to 10 redo log destinations. You
configure the primary database to perform archiving using the LOG_ARCHI VE
DEST_n (where n is an integer from 1 to 10) initialization parameter and
corresponding LOG_ARCHI VE_DEST_STATE_n (where n is an integer from 1 to 10)
initialization parameter. You can also use these initialization parameters to set up
cascading standby databases, as described in Appendix D.

There are a several initialization parameters that are used to configure destinations.
Some parameters, such as LOG_ARCHI VE_DEST_n might have several attributes
that further refine the meaning of the parameter.

Archive destination attributes specify all aspects of destinations, not just the
location. Particularly, they specify the following properties:

« Location of the destination.

« Redo log transmission and reception characteristics of the destination.

« Relationships between destinations such as dependencies.

« Importance of a destination. For example, the destination might be optional.
« Time delay for applying redo logs to the standby database.

« Error handling and retransmission of redo logs.

The parameters related to archive destinations follow:

. LOG ARCHI VE_DEST n

Controls most of the behavior and properties of the destination; this parameter
has many attributes. Refer to Chapter 12 for a full description of all of the LOG_
ARCHI VE_DEST_n attributes.

. LOG ARCH VE_DEST_STATE n

Controls state of the destination. For each LOG_ARCHI VE_DEST _n parameter,
there is a corresponding LOG_ARCHI VE_DEST_STATE _n parameter.

« STANDBY_ARCHI VE_DEST
Determines the location of archived redo logs on the standby database.
« LOG ARCH VE_FORNAT

Specifies the format for archived redo log filenames. STANDBY_ARCHI VE_DEST
and LOG_ARCHI VE_FORMAT are concatenated to generate fully-qualified
standby database archived redo log filenames.
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. LOG_ARCH VE_M N_SUCCEED DEST

Defines the minimum number of local destinations that must receive redo logs
successfully before the log writer process on the primary database can reuse the
online redo logs.

« REMOTE_ARCHI VE_ENABLE

Enables or disables the sending of redo logs to remote destinations and the
receipt of remote redo logs

5.4.1 Specifying Archive Destinations for Redo Logs

In addition to setting up the primary database to run in ARCHIVELOG mode, you
must configure the primary database to archive redo logs by setting destinations
and associated states. You do this using the LOG_ARCHI VE_DEST _n initialization
parameter and corresponding LOG_ARCHI VE_DEST_STATE n parameter.

The LOG_ARCHI VE_DEST_STATE_n (where n is an integer from 1 to 10)
initialization parameter specifies the state of the corresponding destination
indicated by the LOG_ARCHI VE_DEST _n initialization parameter (where n is the
same integer). For example, the LOG_ARCHI VE_DEST_STATE_3 parameter
specifies the state of the LOG_ARCHI VE_DEST _3 destination.

Table 5-1 describes the LOG_ARCHI VE_DEST_STATE_n parameter attributes.

Table 5-1 LOG_ARCHIVE_DEST_STATE_n Initialization Parameter Attributes

Attribute Description

ENABLE Log transport services can archive redo logs at this
destination.

DEFER Log transport services will not archive redo logs to this

destination. This is an unused destination.

ALTERNATE This destination is not enabled, but it will become
enabled if communication to another destination fails.

To set up log transport services to archive redo logs to the standby database named
payr ol | 2 on a remote node, make the following modifications to the primary
database initialization parameter file. These modifications will take effect after the
next log switch. For example:

SQL> ALTER SYSTEM SET LOG ARCH VE_DEST_2=' SERVI CE=payrol | 2';
SQL> ALTER SYSTEM SET LOG ARCH VE_DEST_STATE 2=ENABLE;
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5.4.2 Specifying Storage Locations for Archived Redo Logs and Standby Redo Logs

Use the STANDBY_ARCHI VE_DEST initialization parameter on the standby database
to specify the directory in which to store the archived redo logs. Log transport
services use this value in conjunction with the LOG_ARCHI VE_FORNMAT parameter
to generate the archived redo log filenames on the standby site.

Parameter Indicates Example

STANDBY_ARCHI VE_DEST | Directory in STANDBY_ARCHI VE_DEST= /arc_dest/
which to place
archived online

redo logs
LOG_ARCHI VE_FORMAT | Format for LOG_ARCHI VE_FORMAT =
filenames of "l og%l_% 96.arc"

archived online

. 0
redo logs Note: The %d corresponds to the database

ID, and % corresponds to the sequence
number. The % , which is required for Real
Application Clusters configurations,
corresponds to the thread.

Log transport services store the fully-qualified filenames in the standby control file.
Log apply services use this information to perform recovery operations on the
standby database. The following example shows how to set the LOG_ARCHI VE
FORMAT initialization parameter:

SQL> ALTER SYSTEM SET LOG ARCH VE_FORMAT=' | 0g%l_% %.arc’;

Issue the following query on the primary database to display the list of archived
redo logs that are on the standby system:

SQ.> SELECT NAME FROM V$ARCH VED_LOG

/arc_dest/log 1 771.arc
[arc_dest/log_1 772.arc
[arc_dest/log_1 773.arc
[arc_dest/log_1_774.arc
[arc_dest/log_1 775.arc

When standby redo logs are used, the LOG_ARCHI VE_DEST n initialization
parameter (where n is a value from 1 to 10) on the standby database specifies the
directory in which to archive standby redo logs.

Log Transport Services 5-13



Destination Parameters and Attributes

Parameter Indicates Example

LOG_ARCHI VE_DEST_n The directory for LOG_ARCHI VE_DEST_1=
storage of archived |’ LOCATI ON=/ or acl e/ stby/ arc/’
redo logs on the

standby site Note: If you do not define this

parameter, the value of the STANDBY_
ARCHI VE_DEST parameter is used.

LOG_ARCHI VE_FORNMAT Format for LOG_ARCHI VE_FORMAT =
filenames of "l og%d_% _96.arc"
archived online

Note: The %d corresponds to the
database ID, and %s corresponds to
the sequence number. The % , which
is required for Real Application
Clusters configurations, corresponds
to the thread.

redo logs

Note: When using standby redo logs, you must enable the
archiver process (ARCn) on the standby database. Oracle
Corporation recommends that you always set the LOG_ARCHI VE _
START initialization parameter to TRUE on the standby database.

5.4.3 Specifying Mandatory and Optional Destinations

You can specify a policy for reuse of online redo logs using the attributes OPTI ONAL
or MANDATORY with the LOG_ARCHI VE_DEST_n parameter. Oracle Corporation
recommends that you set remote destinations to OPTI ONAL. (This is the default.)
The archival operation of an optional destination can fail, and the online redo logs
are overwritten. If the archival operation of a mandatory destination fails, online
redo logs cannot be overwritten.

By default, one local destination is mandatory even if you designate all destinations
to be optional.

Example 5-1 shows how to set a mandatory local archiving destination and enable
that destination.

Example 5-1 Setting a Mandatory Archiving Destination
LOG_ARCHI VE_DEST_3 = ' LOCATI ON=/ ar c_dest  MANDATORY’
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5.4.4 Sharing a Log File Destination Among Multiple Standby Databases

Archiving redo logs to a remote database can be defined as being dependent upon
the success or failure of an archival operation for another destination. This is known
as a dependent destination.

Use the DEPENDENCY attribute of the LOG_ARCHI VE_DEST n initialization
parameter to define a dependent destination. This attribute indicates that this
destination depends on the successful completion of archival operations for the
parent destination.

Figure 5-3 shows a Data Guard configuration in which the primary database
transports redo data to one archiving destination that acts as a shared destination
for both a logical standby database and a physical standby database.

Figure 5-3 Data Guard Configuration with Dependent Destinations

Archived Redo Logs Archived Redo Logs

Log Transport Services

Log Apply Services

Primary
Database

Logical
Standby
Database

Physical
Standby
Database

Specifying a destination dependency can be useful in the following situations:

=« When you configure a physical standby database and a logical standby
database on the same node.

« The standby database and the primary database are on the same node.
Therefore, the archived redo logs are implicitly accessible to the standby
database.

«  Operating system-specific network file systems are used, providing remote
standby databases with access to the primary database archived redo logs.
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« Mirrored disk technology is used to provide transparent networking support
across geographically remote distances.

« There are multiple standby databases on the same remote node, sharing access
to common archived redo logs for staggered managed recovery operations.

In these situations, although a physical archival operation is not required, the
standby database needs to know the location of the archived redo logs. This allows
the standby database to access the archived redo logs when they become available
for application by log apply services. You must specify an archiving destination as
being dependent on the success or failure of another (parent) destination.

5.4.5 Specifying Archive Failure Policies

Use the REOPEN and MAX_FAI LURES attributes of the LOG_ARCHI VE_DEST _n
initialization parameter to specify what actions are to be taken when archiving to a
destination fails. These actions include:

« Retrying the archiving operation to a failed destination after a specified period
of time, up to a limited number of times

« Using an alternate or substitute destination

Use the REOPEN attribute of the LOG_ARCHI VE_DEST _n parameter to determine if
and when the archiver process or the log writer process attempts to archive redo
logs again to a failed destination following an error.

Use the REOPEN=seconds attribute to specify the minimum number of seconds
that must elapse following an error before the archiving process will try again to
access a failed destination. The default value is 300 seconds. The value set for the
REOPEN attribute applies to all errors, not just connection failures. You can turn off
the option by specifying NOREOPEN, which will prevent the destination from being
retried after a failure occurs.

You can use the REOPEN attribute, in conjunction with the MAX_FAI LURE attribute,
to limit the number of consecutive attempts that will be made to reestablish
communication with a failed destination. Once the specified number of consecutive
attempts is exceeded, the destination is treated as if the NOREOPEN attribute was
specified.

The REOPEN attribute is required when you use the MAX_FAI LURE attribute.
Example 5-2 shows how to set a retry time of 5 seconds and limit retries to 3 times.

Example 5-2 Setting a Retry Time and Limit
LOG_ARCHI VE_DEST_1=" LOCATI ON=/ ar c_dest REOPEN=60 MAX_FAI LURE=3'’
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5.4.6 Other Destination Types

There are four types of remote destinations: physical standby databases, logical
standby databases, archive log repositories, and cross-instance archival database
environments. The more common destinations, physical and logical standby
databases, are described in Chapter 1. The following list describes some additional
destinations:

« Archive log repository

This type of destination allows off-site archiving of redo logs. An archive log
repository is created by using a physical standby control file, starting the
instance, and mounting the database. This database contains no datafiles and
cannot be used for primary database recovery. This alternative is useful as a
way of holding redo logs for a short period of time, perhaps a day, after which
the logs can then be deleted. This avoids most of the storage and processing
expense of another fully-configured standby database.

« Cross-instance archival database environment

A cross-instance archival database environment is possible on both the primary
and standby databases. Within a Real Application Clusters environment, each
instance directs its archived redo logs to a single instance of the cluster. This
instance, known as the recovery instance, is typically the instance where
managed recovery is performed. The recovery instance typically has a tape
drive available for RMAN backup and restoration support.

5.5 Transmission and Reception of Redo Data

Log transport services automatically transmit and receive all redo logs in a Data
Guard configuration. You can tailor the characteristics of transmission and reception
to balance data protection levels against performance.

Archiving redo logs to a remote destination requires uninterrupted connectivity
through Oracle Net. If the destination is a remote physical standby database, a
physical standby database must be mounted or open in read-only mode to receive
the archived redo logs. A logical standby database must be open.

You can specify the following with respect to log transport services:
« Process that transmits redo logs
« Network transmission mode of redo logs

« How data from the redo logs is written to disk
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5.5.1 Specifying the Process that Transmits Redo Data

To minimize data loss in the event of a primary database failure, you want to copy
data from the primary database to the standby database as it is being generated.
You can choose to have either the log writer process or the archiver process transmit
redo logs to a destination.

To specify which process transmits redo data, use either the ARCH or LGAR attribute
of the LOG_ARCHI VE_DEST _n initialization parameter.

Attribute Example Default

{ARCH | LGAR} | LOG_ARCHI VE_DEST_3=' SERVI CE=st byl LGWR ARCH

The LGAR and ARCH attributes are mutually exclusive. Therefore, you cannot
specify both attributes for the same destination. However, you can specify either the
LGAR or the ARCH attribute for individual destinations. This allows you to choose
the log writer process to transmit redo data for some destinations, while the
archiver process transmits redo data to other destinations.

Choosing the ARCH attribute indicates that an archiver process (ARCn) will archive
the current redo logs to the associated destination when a redo log switch occurs on
the primary database. This is the default setting.

Choosing the LGAR attribute indicates that the log writer process (LGWR) will
transmit redo data to the associated destination as it is generated. As redo is
generated for the primary database, it is also propagated to the standby system
where the RFS process writes the redo to either a standby redo log or to a standby
archived redo log.

5.5.2 Specifying Network Transmission Mode

The only way to ensure you do not have any data loss is to write redo data to the
standby database before it is committed on the primary database. If you specify the
SYNC attribute, all network 170 operations are performed synchronously, in
conjunction with each write operation to the online redo log. The transaction is not
committed on the primary database until the redo data necessary to recover that
transaction is received by the destination.

When you use the log writer process to archive redo logs, you can specify
synchronous (SYNC) or asynchronous (ASYNC) network transmission of redo logs to
archiving destinations using the SYNC or ASYNC attributes. If you do not specify
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either the SYNC or ASYNC attribute, the default is the SYNC network transmission
mode. Each of these transmission methods is described in the following list:

SYNC network transmission method

The SYNC attribute has the potential to affect primary database performance
adversely, but provides the highest degree of data protection at the destination
site. Synchronous transmission is required for no data loss environments.

ASYNC network transmission method

If you specify the ASYNC attribute, all network 1/0 operations are performed
asynchronously, and control is returned to the executing application or user
immediately. You can specify a block count to determine the size of the SGA
network buffer to be used. Block counts from 0 to 20,480 are allowed. The
attribute allows the optional suffix value K to represent 1,000 (the value 1K
indicates 1,000 512-byte blocks). In general, for slower network connections, use
larger block counts.

See Also: Chapter 12, "LOG_ARCHIVE_DEST_n Parameter
Attributes"

5.5.3 Writing Redo Data to Disk

Use the [ NO AFFI RMattribute of the LOG_ARCHI VE_DEST _n initialization
parameter to specify if log archiving disk write 1/0 operations are to be performed
synchronously or asynchronously.

Note: The AFFI RMand NCAFFI RMattributes apply only to online
archived log destinations and has no effect on online redo log disk
170 operations.

5.6 Log Transport Services in Sample Configurations

Log transport services transport redo data to the systems in a Data Guard
configuration. The processes used to transport redo data include the following:

Log writer (LGWR)

The log writer process collects transaction redo data on the primary database
and updates the online redo logs. Furthermore, LGWR can transmit online redo
data directly to standby systems.

Archiver (ARCn)
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The archiver process copies both online redo logs and standby redo logs to
archive destinations. Archive destinations can be either local or remote. The
archiver process runs on both primary and standby systems.

« Remote File Server (RFS)

The remote file server runs on the standby system and receives redo data over
the network from both LGWR and ARCn. The RFS process will write the redo
data to either a standby redo log or to a standby archived redo log.

« Fetch archive log (FAL)

The fetch archive log process helps to resolve