
Advanced Topics in Information Retrieval / Semantic Search

D5 Oberseminar
๏ Students will present their ongoing M.Sc. theses done @ D5 

๏ When: November 24 from 14:00 to 16:00 (next Monday) 

๏ Where: E1.4 / R024 (this room) 

๏ You: 

๏ should have time since there is no tutorial next week 

๏ get to see what M.Sc. thesis topics look like @ D5 

๏ are cordially invited to attend
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๏ Semantic search is about 
๏ going beyond documents and queries as bags of words 

๏ having a deeper understanding of document contents 
by leveraging world knowledge available as structured data 

๏ going beyond 10 blue links and providing users with 
direct answers to their (natural language) questions 

Semantic Search
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List 
Questions

Semantic Search
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Semantic Search
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Outline
3.1. Semantic Web 

3.2. Knowledge Bases 

3.2. (More) Semantic Keyword Search 

3.3. Entity Search 

3.4. Knowledge Search
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1. Semantic Web
๏ Semantic Web is an extension of the World Wide Web, 

envisioned by Berners-Lee et al. [2], which aims at 
๏ giving well-defined meaning to information (in web pages) 

๏ making the Web interpretable for machines  

๏ facilitating exchange and reuse of data
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Semantic Web Standards
๏ World Wide Web Consortium (W3C) Semantic Web standards 

๏ Unified Resource Identifier (URI) 
to uniquely identify an abstract of physical resource 

๏ Resource Description Framework (RDF)  
to describe properties of abstract or physical resources 

๏ Resource Description Framework Schema (RDF/S) 
to describe schemata of properties of abstract of physical resources 

๏ Web Ontology Language (OWL) 
to describe ontologies 

๏ SPARQL Protocol and Query Language (SPARQL) 
to formulate queries over properties of abstract or physical resources

6
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URI
๏ Unified Resource Identifier (URI) is a string of characters that 

uniquely identifies an abstract or physical resource 

๏ http://www.host.org/pub/bands?query=FF#albums 
๏ scheme (e.g.,  http, ftp, urn) determines interpretation of URI 

๏ authority indicates who is responsible for the resource (e.g., a host) 

๏ path provides hierarchical information for identifying the resource 

๏ query provides non-hierarchical information for identifying the resource 

๏ fragment refers to a specific part of the resource  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http://www.bbc.co.uk/music/artists/67f66c07-6e61-4026-ade5-7e782fad3a5d

http://en.wikipedia.org/wiki/Foo_Fighters

http://www.musicbrainz.org/artist/67f66c07-6e61-4026-ade5-7e782fad3a5d
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RDF
๏ Resource description framework (RDF) provides a data model  

to describe properties of resources (identified by their URI)  

๏ RDF statements are (S,P,O) triples consisting of a subject (URI),  
predicate (URI), and an object (URI or literal)  

๏ Example: Foo Fighters have member Dave Grohl
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http://dbtune.org/musicbrainz/page/artist/67f66c07-6e61-4026-ade5-7e782fad3a5d (S) 
http://xmlns.com/foaf/spec/20100809.html#member (P) 
http://dbtune.org/musicbrainz/page/artist/4d5f891d-9bce-45ae-ad86-912dd27252fa (O)

(S) (P) (O)

http://xmlns.com/foaf/spec/20100809.html
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RDF
๏ RDF triples form a RDF graph (a labeled directed multigraph)  
 
 
 
 
 

๏ Namespaces represent common URI prefixes and allow for a 
more compact representation of RDF data 

๏ RDF/N3 as one common text representation of RDF data

9

@ prefix		 a:	 http://allaboutmusic.org  

a:Foo_Fighters	 a:member	 a:Dave_Grohl 
a:Foo_Fighters	 a:member	 a:Pat_Smear
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@ prefix		 a:	 http://allaboutmusic.org  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SPARQL
๏ SPARQL Protocol and Query Language (SPARQL) is a query 

language for the Semantic Web standardized by W3C  

๏ SPARQL has a SQL-inspired syntax to define graph patterns  
and retrieves all matching subgraphs as query answers

10

PREFIX a: <http://allmusic.org/> 

SELECT DISTINCT ?b, ?r, ?p WHERE { 
	 ?b a:hasMember ?p . 
	 ?p ?r a:Seattle . 
} 
ORDER BY ?p

Query
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SPARQL
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PREFIX a: <http://allmusic.org/> 

SELECT DISTINCT ?b, ?r, ?p WHERE { 
	 ?b a:hasMember ?p . 
	 ?p ?r a:Seattle . 
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ORDER BY ?p
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?b ?p
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a:PearlJam a:Seattlea:livesIna:hasMember a:Eddie_Vedder

Answer
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http://www.linkeddata.org

Linked Open Data Project
๏ Problem: Resources can be referred to  

by different URIs in different RDF datasets 

๏ Linked Open Data Project creates 
a Web of Linked Open Data by 
establishing owl:sameAs links 
between RDF data sources  

๏ As of 2011: 
๏ 295 RDF data sources 

๏ 32 billion RDF triples 

๏ 504 million links
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2. Knowledge Bases
๏ Knowledge bases (e.g., DBpedia, Freebase, YAGO) 

๏ provide data about real-world named entities, their properties, 
and relations between them 

๏ have typically been extracted from Wikipedia and different other data 
sources (e.g., WordNet, GeoNames, MusicBrainz, etc.) 

๏ form the core of the linked open data cloud
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Wikipedia
๏ Collaboratively edited encyclopedia that forms 

the common basis of other knowledge bases 
๏ 4.6 M articles / 34.2 M pages / 743.2 M edits (for English) 

๏ available in 287 languages (with vastly different coverage) 

๏ templates, infoboxes, and categories (quasi-structured) 

๏ article contents (unstructured) with rich interlinkage 

๏ revision history (who edited which page at what time) 

๏ usage data (e.g., access statistics) 

๏ started in 2001
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Wikidata
๏ Collaboratively edited knowledge base intended  

to provide common source of structured data  
for other related projects (e.g., Wikipedia) 
๏ 12 M data items 

๏ started in 2012

16

http://www.wikidata.org

http://www.wikidata.org
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DBpedia
๏ Knowledge base extracted from Wikipedia 

๏ 4.6 M things (for English) 

๏ 80 M links to Wikipedia categories 

๏ 41 M links to YAGO categories 

๏ 50 M owl:sameAs links to other data sources 

๏ started in 2007
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http://www.dbpedia.org

http://www.dbpedia.org
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DBpedia
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Freebase
๏ Collaboratively edited knowledge base which  

includes information extracted from other 
data sources (e.g., Wikipedia, MusicBrainz) 
๏ 44 M topics (organized into domains) 

๏ 2.4 B facts 

๏ focused on entertainment 

๏ many topics without textual data 

๏ started in 2007, acquired by Google in 2010 

๏ forms the core of the Google Knowledge Graph 

20

http://www.freebase.com
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YAGO
๏ Knowledge base extracted from Wikipedia,  

WordNet, and GeoNames 
๏ 10 M named entities 

๏ 120 M facts  

๏ 72 relation types with manually assessed accuracy (95%) 

๏ started in 2007
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http://www.yago-knowledge.org

http://www.yago-knowledge.org
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YAGO
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Page played his Gibson on Kashmir

Entity Linking

๏ Entity linking (aka. “Wikification”) is the process of spotting 
mentions of named entities in a text document, resolving their 
ambiguity, and linking them to known identifiers 

๏ Examples: 

๏ Wikipedia Miner (http://wikipedia-miner.cms.waikato.ac.nz) 

๏ AIDA (https://gate.d5.mpi-inf.mpg.de/webaida/)

24
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Google Freebase Annotations
๏ ClueWeb09/12 are large-scale collections of web documents  

(1 B web pages) often used in Information Retrieval research 

๏ Google has annotated these collections with Freebase topics  
(http://googleresearch.blogspot.de/2013/03/learning-....html)  

25
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Semantic Search
๏ Semantic search includes a wide variety of approaches  

(see Tranh and Mika [8] for a comprehensive overview) 

26
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Semantic Search
๏ (More) Semantic Keyword Search improves ad-hoc  

information retrieval by leveraging knowledge bases  
(input: keywords, output: list of documents) 

๏ Entity Search retrieves entities based on keyword queries  
which may include explicit/implicit cues about the target type  
(input: keywords + types, output: list of entities)  

๏ Knowledge Search retrieves subgraphs as answers to  
structured queries which may be augmented with keywords  
(input: structured + keywords, output: list of subgraphs)

27
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3. (More) Semantic Keyword Search
๏ (More) Semantic Keyword Search improves ad-hoc  

information retrieval by leveraging knowledge bases  
(input: keywords, output: list of documents)

28
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Explicit Semantic Analysis
๏ Synonymy (e.g., car/automobile) and polysemy (e.g., jaguar as 

cat, car, guitar) have negative effects on retrieval effectiveness  

๏ Concept-based Information Retrieval represents queries and 
documents in terms of (semantic) concepts instead of terms 
๏ WordNet synsets after performing word sense disambigutation 

๏ Latent concepts identified based on word co-occurrences 
(e.g., latent semantic analysis applies SVD to term-document matrix)  

๏ Egozi et al. [4] represent queries and documents in terms of  
knowledge base concepts (in their case from Wikipedia)

29
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Words in Terms of Concepts
๏ Explicit Semantic Analysis (ESA) represents words (e.g., jaguar)  

in terms of the Wikipedia concepts that they describe  
(e.g., JAGUAR, JAGUAR_CARS, JAGUAR_XK, FENDER_JAGUAR)  

๏ Step 1: Construct tf.idf vectors for Wikipedia concepts  
based on the text of their corresponding article 

30

JAGUAR_XK car:0.2 engine:0.3 v8:0.7 fuel:0.4 british:0.2 racing:0.1

FENDER_JAGUAR guitar:0.8 fender:0.6 strings:0.3 amp:0.5 cobain:0.1
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Words in Terms of Concepts
๏ Step 2: Invert the concept vectors to obtain word vectors  

๏ Similarity of word vectors (e.g., in terms of their cosine similarity)  
can be used to find out about semantic relatedness of words

31

JAGUAR_XK:0.2car PORSCHE_911:0.3 NISSAN_MICRA:0.1 MINI_COOPER:0.4

SHELL:0.2fuel JAGUAR_XK:0.4 BP:0.4 PORSCHE_911:0.4

FENDER_JAGUAR:0.6fender ERIC_CLAPTON:0.2 FENDER_STRATOCASTER:0.8
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Texts in Terms of Concepts
๏ Texts (e.g., documents, passages, queries) can now be 

represented in the space of concepts by combining 
the vectors of contained words 

๏ For a sequence of words d = ⟨ v1, v2, …, v3 ⟩ 
with w(wi, d) as the tf.idf weight of word vi in d 
and w(c, wi) as the tf.idf weight of concept c for word vi 
construct a vector for d in terms of concepts as

32

w(c, d) =
X

vi2d

w(c, vi) · w(vi, d)
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ESA-Based Retrieval
๏ Egozi et al. [4] represent and index documents as a whole  

and their contained passages in terms of concepts;  
the obtained vectors are truncated, setting 
all but the s largest components (concepts) to zero  

๏ Queries are also represented in terms of concepts;  
the obtained query vectors are truncated, setting 
all but the s largest components (concepts) to zero  

๏ For a document d containing passages ⟨ p1, p2, …, p3 ⟩ 
the retrieval score for query q is determined as  

33

score(q, d) = sim(q, d) + max

i
sim(q, pi)
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ESA-Based Retrieval
๏ Unfortunately, the approach is prone to topic drift and  

performs worse (MAP 0.1760) than a word-based  
retrieval method (MAP 0.2481) on TREC-8 benchmark  

๏ Example: Concepts with high weight for query estonia economy  
ESTONIA, ECONOMY OF ESTONIA, ESTONIA AT THE 2000 SUMMER 
OLYMPICS, ESTONIA AT THE 2004 SUMMER OLYMPICS, ESTONIA 
NATIONAL FOOTBALL TEAM, etc.

34
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Selective ESA-Based Retrieval
๏ Pseudo-relevant and pseudo-irrelevant documents identified 

using a word-based retrieval method yield a better query vector  

๏ Let DR and DNR be the sets of top-k and bottom-k documents 
returned; assume DR as relevant, DNR as irrelevant  

๏ Use Rocchio’s relevance-feedback method to estimate a better 
query vector considering pseudo-(ir)rrelevant documents

35

w(c, q) =
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v2q

w(c, v) · w(v, q)
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+
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Fused ESA-Based Retrieval
๏ Pseudo-relevance feedback helps (MAP 0.2200) but the 

approach still performs worse than the baseline (MAP 0.2481)  

๏ Fusion of ESA-based results and word-based results beneficial 
๏ Let RESA be the results returned by the ESA-based retrieval method 

๏ Let RW be the results returned by the word-based retrieval method 

๏ Combine their retrieval scores as 

๏ Fused approach (MAP 0.2888) improves (+16.4%) over baseline

36

score(d) = ↵ · scoreESA(d)�minESA

maxESA �minESA
+ (1� ↵) · scoreW (d)�minW

maxW �minW
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4. Entity Search
๏ Entity Search retrieves entities based on keyword queries  

which may include explicit/implicit cues about the target type  
(input: keywords + types, output: list of entities)  
 
 

๏ Queries for specific entities are common in web search  
(e.g., museums with van goghs, bayern munich players, etc.)  

๏ Product search with type cues a common in e-commerce

37
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Language Models for Entity Search
๏ Balog et al. [1] develop a language modeling approach,  

assuming that entities come with ready-to-use representation: 
๏ a textual description (e.g., Wikipedia article, IMDB profile, etc.) 

๏ a set of categories with meaningful names (e.g., AMERICAN_FILM) 

38

AMERICAN_FILM, 2002 FILMS, 
FILMS ABOUT DRUGS, …

TOOLS, POCKET KNIVES, 
POWER & HAND TOOLS, …
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Language Models for Entity Search
๏ Query q = (T, C) consists of textual terms T and categories C 

๏ Estimate language models θqT and θqC for query components  

๏ Estimate language models θeT and θeC for entity components  

๏ Rank entities for query q according to query likelihood  
 
 
 
with probabilities estimated from Kullback-Leibler divergences

39

P [ q | e ] = � · P
⇥
✓ T
q

�� ✓ T
e

⇤
+ (1� �) · P

⇥
✓C
q

�� ✓C
e

⇤
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Language Models for Query Components
๏ Heuristic estimation of probabilities P[θq|θe] from Kullback-

Leibler divergences to make them comparable and combinable  
 
 
 

๏ Language modeling framework with various instantiations, e.g.: 
๏ estimate θqT from T and C but ignore θqT (M2)


๏ estimate both θqT and θqT from T (M3) 

๏ estimate θqT only from T and θqC only from C (M4)


๏ estimate θqT only from T and C and θqC only from C (M5)

40

P [ ✓q | ✓e ] =
max

e⇤
KL(✓qk✓e⇤)�KL(✓qk✓e)

P
e0 max

e⇤
KL(✓qk✓e⇤)�KL(✓qk✓e0)
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Language Models for Query Components
๏ Estimate both θqT and θqC from T (M3) 

 
 
 
 
 
 
 
with P[T|c] as query likelihood of generating T from terms in c 
and tc(k,T) as the set of k categories with highest query likelihood 

๏ Estimate θqT only from T and θqC only from C (M4) 

41
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⇥
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⇥
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⇤
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Language Models for Entity Components
๏ Language models θeT and θeC for entity components based on  

maximum-likelihood estimation with Dirichlet smoothing  
 
 
 
 
 
 
 
with μT and μC as component-specific smoothing parameters
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Language Models for Entity Search
๏ Example: Query T = {Paul Auster novels} C = {NOVELS}
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Table VI. The Top 10 Ranked Entities for Topic #91

rank M3 qT-Q M4 qT-QC
1 The New York Trilogy In the Country of Last Things
2 Moon Palace The Winthrop Woman (novel)
3 Brooklyn Follies Extremely Loud and Incredibly Close
4 In the Country of Last Things Novel sequence
5 The Book of Illusions The City and the Pillar
6 Oracle Night Going After Cacciato
7 The Music of Chance Raj Quartet
8 Paul Auster Paul Clifford
9 Fanshawe (novel) The Age of Reason (Sartre)

10 French literature of the 19th century The Notebooks of Malte Laurids Brigge

Boldface Indicates Relevant Entities.
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Fig. 7. Using query-based categories vs. target categories for the category component: (M3) = Baseline
vs. (M4).

find that for most topics there is an optimal Wikipedia category that contains mostly
relevant entities and few others.

Query-based categories versus target categories. Figure 7 shows the per topic dif-
ferences in AP per topic between a model that uses query-based categories for the
category-based component (M3) and a model that uses target category information de-
fined explicitly by the user (M4). On the XER2008 topics (right), the difference in AP is
more often positive than negative; (M4) performs better. On the XER2007 topics (left),
the opposite occurs; the difference in AP is more often negative and (M3) performs bet-
ter. We investigate topic #91 as an example where using the query for finding relevant
categories is beneficial and topic #141 as an example where using the explicit target
category information is advantageous.

Table VI shows the top 10 entities for topic #91. The top 10 entities according to
(M3) form a perfect ranking up to rank 7, while the top 10 for (M4) contains noise. It
turns out that (M4) uses a general target category—#91C (“novels”), while one of the
categories found for (M3) is “books by Paul Auster” which contains almost exclusively
relevant entities. In the case of topic #141, an optimal category is given (#141C), so
(M4) performs well. This category is not found by using the query, however, as the
category label contains the term “Catalan” instead of “Catalunya,” which causes poor
performance for (M3).

These examples illustrate that using query-based categories performs better when
(1) there is an optimal category and (2) the query terms match with this category. In
case the optimal category is given, as part of the topic definition, (M4) performs better.

Target categories versus combination of query-based and target categories. The ob-
servations in the previous paragraph suggest that a combination of target categories
and query-based categories in the query-based component improves over using either
one alone. Figure 8 shows the difference in AP score per topic between models that use
only the target category in the category-based component ((M4) and (M6)) and models

ACM Transactions on Information Systems, Vol. 29, No. 4, Article 22, Publication date: November 2011.
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5. Knowledge Search
๏ Knowledge Search retrieves subgraphs as answers to  

structured queries which may be augmented with keywords  
(input: structured + keywords, output: list of subgraphs) 
 
 
 
 

๏ SPARQL as a query language for RDF has some shortcomings 
๏ it provides no meaningful ranking of query answer subgraphs 

๏ it assumes that users know what the data looks like (i.e., its schema)  

44

SubgraphsStructured 
+Text

Structured 
+ Keywords

a x



Advanced Topics in Information Retrieval / Semantic Search

Language Models for RDF Graphs
๏ Elbassuoni et al. [5] develop a language modeling approach 

for search in RDF graphs, which provides a ranking of query  
answers, and augments SPARQL/RDF with keywords
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Ranking for RDF Graphs
๏ Consider triple pattern query Q and matching answer A 

 

๏ Estimate language models over n-tuples of triples for Q and A 
 

๏ Assume that a witness count c(ti) is known for every triple ti 
which reflects how often the fact has been mentioned  
(e.g., on the Web or in another document collection)

46

Q = hq1, . . . , qni A = ha1, . . . , ani

T = ht1, . . . , tni

Ben_Affleck directed Argo 122,789
Til_Schweiger directed Der_Eisbär 2,014
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Query Language Model
๏ Query language model θQ generates T with probability  
 
 
 
assuming independence for generation of individual triples ti 

๏ Triple ti is generated from triple pattern qi with probability  
 
 
 
 
with m(qi) as the set of triples matching the triple pattern qi
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P [T | ✓Q ] =
nY

i=1

P [ ti | qi ]

P [ ti | qi ] =
(

c(ti)P
t2m(qi)

c(t) : ti 2 m(qi)

0 : otherwise
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Answer Language Model
๏ Answer language model θA generates T with probability  
 
 
 
 
assuming independence for generation of individual triples ti 
and smoothing with a knowledge base language model θKB


๏ Triple ti is generated from answer triple ai with probability  

๏ Triple ti is generated from knowledge base with probability
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P [ ti | ai ] = 1(ti = ai)

P [ ti | ✓KB ] =
c(ti)P

t2KB c(t)

P [T | ✓A ] = � ·
 

nY

i=1

P [ ti | ai ]
!

+ (1� �) ·
 

nY

i=1

P [ ti | ✓KB ]
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Ranking of Query Answers
๏ Divergence-based ranking of query answers according to

49

KL(✓Qk✓A) = log P [T | ✓Q ] · P [T | ✓Q ]

P [T | ✓A ]
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Augmenting SPARQL/RDF with Keywords

๏ Users may not know what the data looks like, but they can 
provide structure, and are familiar with keyword querying 

๏ Assume that a witness count c(ti, w) is known for every triple ti 
which reflects how often the corresponding fact has been 
mentioned together with the keyword v 

๏ Augment query triple patterns with sets of keywords wi

50
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Augmented Query Language Model
๏ Keyword-augmented query model θQ generates T with 
 
 

๏ Triple ti is generated from triple pattern qi and keywords wi with  
 
 
 
smoothing with uniform probability P[ti] and P[ti|qi v] defined as
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P [T | ✓Q ] =
nY

i=1

P [ ti | qi wi ]

P [ ti | qi wi ] =
Y

v2wi

(↵ · P [ ti | qi v ] + (1� ↵) · P [ ti ])

P [ ti | qi v ] =
(

c(ti,v)P
t2m(qi)

c(t,v) : ti 2 m(qi)

0 : otherwise
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Ranking of Query Answers
๏ Answer language model θA generates T with probability  
 
 
 
 
and thus remains unchanged 

๏ Divergence-based ranking of query answers according to
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P [T | ✓A ] = � ·
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Language Models for RDF Graphs
๏ Example results obtained on Internet Movie Database (IMDb) 

๏ Query 1: A thriller movie and its director (structure only)  
 
	 1. Batman_Begins, Christopher_Nolan  
	 2. Murder!, Alfred_Hitchcock  
	 3. Spider-Man_3, Sam_Raimi 
	 4. Eyes_Wide_Shut, Stanley_Kubrick  

๏ Query 2: An award winning director who directed a movie that is 
based on a {true story} (structured + keywords)  
 
	 1. Martin_Scorsese, Good_fellas  
	 2. Steven_Spielberg, Schindler’s_List  
	 3. Peter_Jackson, Heavenly_Creatures  
	 4. Bernando_Bertolucci, Little_Buddha
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Summary
๏ Semantic Web aims at making the Web interpretable for 

machines; underlying standards include RDF and SPARQL 

๏ Knowledge Bases provide world knowledge in structured form;  
have been harvested from Wikipedia and other data sources 

๏ Explicit Semantic Analysis represents queries and documents in 
terms of concepts; can improve ad-hoc information retrieval 

๏ Entity Search retrieves entities based on keyword queries which 
may include type cues; applications in web search and business    

๏ Knowledge Search on RDF graphs adds ranking to SPARQL  
and provides user-friendly querying through keywords
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