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COURSE INFORMATION 

Lectures 

Prof. Kurt Mehlhorn 

    Director of Max Planck Institute for Informatics 

Dr. He Sun 
       Senior Researcher at Max Planck Institute for Informatics 

Time: Monday 4-6 pm 

          First Lecture: April 22 

Location: Room 024, MPII building 

    Campus E1.4 



Grading 

3 Problem Sets. 

Final Exam (Written). 

•  Final Exam counts for 50% for your final grade.  

•  There are questions from every lecture. 

•  Choose half of the lectures that you like most and answer the  

    corresponding questions. 

 

•  You have 2 weeks to work on every problem set individually. 

•  Problem sets count for 50% for your final grade.  

•  You need to collect at least 50% points to be eligible for the final exam. 



Reference 

Lecture Notes 

Cover everything we discuss in class 

Related Articles 

Gain further understanding  

Blog 

Join the discussion.  
You will find the area more exciting  



BLOG 



TOPICS 

Learning 

Streaming Algorithms 

Cryptography: From Art to Science 

Linear Programming 

How to talk about a secret? 

The Millionaire Problem 

Randomness, Hardness, and Approximation 

One topic per week 

You only need to know basic 

algorithms before the class 

…and More… 



  

Time vs. Space 

Question: What is the 100th digit of pi? 

Solution 1:    Compute it! 

Solution 2:   Compute it in an easier way! 

Solution 3: Look it up from a dicitonary! 

141592653589793238462643383279502884197169399375105820974944592307816406
286208998628034825342117067982148086513282306647093844609550582231725359
408128481117450284102701938521105559644622948954930381964428810975665933
446128475648233786783165271201909145648566923460348610454326648213393607
2602491412737245870066063155881748815209209628292540 

Can we speed up algorithms by  
using smaller space? 



  

There is a trade-off between time and space. 
This approach works sometimes, but not always. 

Is time and space interchangeable? 
 

 Do we have a theory about time vs. space like Physics? 



  

P vs. NP 

Hamiltonian Cycle Problem Given a graph of n vertices, is 
there a cycle that visits every vertex exactly once?  

A naïve solution needs n! time. 

easy to verify a solution 

Euler Cycle Problem Given a graph of n vertices, is there a 
cycle that visits every edge exactly once?  

easy to find a solution 



  

P vs. NP (Cont) 

P: polynomial-time solvable  

Connectivity 
Shortest Path 
Max Flow 
… … 

Vertex Cover 
Travelling Salesman 
Maximum Cut 
… … 

Easy Problems (1970) 

P NP 

Hard Problems (1970)   
        

NP: polynomial-time checkable 

Is there an inherent difference between discovering a 
solution and verifying a solution? 

P≠NP? 



  

  Give me a place to stand on, and I will move the Earth. 
Archimedes  287 BC-212 BC     

Give me a solution of one hard problem, and I will tell you 
solutions of thousands of hard problems.  

Stephen Cook, 1971 

                           NP P 
NPC 



  

Larry Stockmeyer 
(1948-2004) 

                           NP P 

                            
                                                                                                                

                            
                            

    Regardless of computer power, problems exist which 
could not be solved in the life of the universe. 



  

Probabilistically Checkable Proofs 



  

Probabilistically Checkable Proofs (Cont) 

Question: Do we need to read a math proof completely to check it? 

PCP: Probabilistically Checkable Proofs 

Theorem Proof 

Machine M 

n bits 

M runs in poly(n) time 

• Theorem correct  there is a proof that M accepts w. prob. 1 
• Theorem incorrect  M rejects every claimed proof w. prob 1/2 
  

O(1) bits  



  

Probabilistically Checkable Proofs (Cont) 

1.0,  1.3,  2.0,  2.3,… 

Good for professors Good for students 

Students write n bits in total. 
 
Professors flip O(log n) coins, and read 
O(1) fraction of your solution. 



  

Randomness 

A.N. Kolmogorov  (1903-1987) 

Claude Shannon (1919-2001) 

almost random = high entropy 

almost random = 
[Length of shortest program to produce x ≈ |x|] 

What’s Randomness ? 



141592653589793238462643383279502884197169399375105820974944592307816406
286208998628034825342117067982148086513282306647093844609550582231725359
408128481117450284102701938521105559644622948954930381964428810975665933
446128475648233786783165271201909145648566923460348610454326648213393607
2602491412737245870066063155881748815209209628292540 

Randomness (Cont) 



  

Randomness (Cont) 

A.N. Kolmogorov  (1903-1987) 

Andrew Yao (1946-   ) 

Claude Shannon (1919-2001) 

almost random = high entropy 

almost random = 
[Length of shortest program to produce x ≈ |x|] 

almost random =  
no algorithm can distinguish it apart from truly random strings. 

They are almost equivalent. 

What’s Randomness ? 



More randomness inside ≈ Harder to describe 

x f(x) 

OWF f 
01010000110101010100111 
01010101101010001010110 
101000101001010111101 

  existence of algo. to output such strings  
≈ existence of OWF 

Manuel Blum  
(1938 - ) 

f is easy to compute 
 easy to encrypt messages 
f-1 is hard to compute 
 hard to decrypt messages, unless you have secrete info. 

fundamental tools in modern cryptography 

Randomness (Cont) 
One-Way Functions 



  

God does not play dice! 
Copenhagen, 1928 

Corresponding Statement in Computer Science? 



  

Cryptography 

Yao’s Millionaires’ Problem 
Two people want to compare who is richer without revealing their actual wealth. 

After comparison, they do not know how much money the other has. 

You know the result, but you do not know the certificate. 

Yao’s Millionaire’s Problem 



Cryptography (Cont) 

Question: Does a proof inherently carry with it some knowledge or not? 

Alice:  
    I have the proof of P≠NP  

Bob:  
    I am convinced that Alice proved P≠NP. 
But I know nothing about the proof. 

Carlie:  
    I cannot get anything from Bob. 

Shafi Goldwasser (1958 - ) 

Zero Knowledge Proofs 



Cryptography (Cont) 
Zero Knowledge Proofs 



  

Expander Graphs 

Given n cities in the north and n cities in the south, construct 
a highway network, such that for any k cities in the north and 
k cities in the south, there are k disjoint paths. 

Complete bipartite graph is an example, but too expensive. 

“disjoint” =>  efficiency of transportation, no  delay 
# of edges  construction cost  

 

Construct a network (directed graph) with n 
input nodes and n output nodes,  such that 
for any K input nodes, and any K output 
nodes, there are K disjoint paths connecting 
them. 

For any n, there is a super concentrator 
with 28n edges. 

Super Concentrators 



Finally, the super concentrators constructed by Valiant in the context 
of computational complexity established the fundamental role of 
expander graphs in computation. 

2010 ACM Turing Award Citation 



  

Leonhard Euler 
 (1707-1783) 

Seven Bridges of Königsberg, 1736 

• Coloring 
• matching 
• Hamiltonian Cycles 
• Spanning Trees 
 

• Algebra 
• Geometry 
• Topology 
• Group Theory  
 

Since 1700s Since 1970s 



Learning 
Example 
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- Given a set of points according to distribution D and the labels (+/-),  
can we probably know the line in the end? 

Given a set of points according to distribution D and the labels (+/-),  
can we probably know the curve in the end? 



Learning 

• Which properties make these two problems so different? 

• What can computers learn?  

• Do computers learn in the same way as human beings? 

• …… 

 

We will tell you how everything starts. 



• There are 100 billions web pages.  

 

• There are 3 Billion Telephone Calls in US each day,  
30 Billion emails daily, 1 Billion SMS, IMs.  

 

• Scientific data: NASA's observation satellites generate billions of 
readings each per day. 

 

• IP Network Traffic: up to 1 Billion packets per hour per router.     
Each ISP has many (hundreds) routers! 

 

• Whole genome sequences for many species now available:          
each megabytes to gigabytes in size. 

Streaming Algorithms 
Motivations 



  

The digital universe  
1.2 ZB = 1.2 * 270 bits/2011 

2010 2020 

50 times every decade 

2000 



Streaming Algorithms 

What we face nowadays 
• massive data sets 
• Storing the whole data is impossible 
• Good approximation suffices  
 

Amazon can evaluate the popularity of one product by  
# of different IPs looking at the webpage. 

Scientists can detect certain diseases by counting # of 
certain patterns in a biological network. 

Examples 



Great Ideas  

•  clearly motivated 
•  help us understand the world 
•  have philosophical meaning  
•  open new areas 
•  create excitement 


