Presentation on Hot Topic in Information Retrieval
by, Besnik Fetahu.
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* Problem of replicated content (i.e.,stealing of intellectual
property).

 Solution to this problem, two main philosophies:
* Prevention
e Detection.
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Prevention mechanisms:
e Subscription
e Distribute by CD-ROMs, example IEEE
e Watermark
e Active Documents, etc.

* Detection mechanism:
 Match new content to previously published ones.
» Operate on semantic level.
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An important theme in Dickens navel, Great Expectations, is that of a broken heart. Many characters experience the all
to real emation of a broken heart but each character deals with it differently. Miss Havisham has the mast spiteful and
revengeful nature to her broken heart and makes Estella into the breaker of men's hearts ta inflict the same pain that

aman once inflicted on her. Pip is the top man on Havisham's list and she continually sets Pip up for heart break and
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becomes physically sick from his broken heart. Joe's heart is broken as Pip receives his great expectations
and Pip's life a5 an apprentice to Joe vanishes and Joe's heart break only increases his love for Pip. Each char-
acter who axpariences heart braak has a decision to maka, aither to forgive thosa who broke thir heart and

b aware not to break another's heart or to hold anto the horrible feeling of heartbreak until it destroys any

fuitiire happiness with the constant piirsuit of revenge,

The cause of all heart break within Great Expectations festers from the broken heart of Ms. Havisham. Adapting a
young girl who she slowly turns into a Frankensteinian menster Ms. Havisham secures an intolerable future for herself
that can only end in flames. Ms, Havisham portrays the broken heart that never healed and how allfuture lfe cannat
axist i the past has not been dealt with properly by healing eneself, so ane may live agaim, This past s relived consis-
tently a5 Ms. Havisham lives in & house of cabuebs where & clock displays to the minute the imé when her heart was
broken, whete the wedding cake sits rotting on the table where it was placed long 890, and she remaing in the

2

hurt pride must relive her past pain consistently to keep it alive 5o she may feed her revengeful spirt with
it This constant reliving of the pain is a eyele in which she can only live, it is novi impossible to get out of until

the moment her scheme succeeds and she breaks Pips heart.

Pip himsef is a breaker of hearts but it is Pip's heart break which is the focus of the story, The heart break Pip expen-
ences is inevitable yet he grows through that pain to live a new life and become a new loving person able to under-

stand the pains of the world, The beginning of the journey to the final moment Pip's heart is braken begins with the
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* Problem: huge amount of information available.
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* Billions of pages on the Internet, categorized as follows:
» 20 — 40 % identical copies
* Near duplicate pages
e Partial replication
« Semantic duplication.

*Research is focused into these categories:
* Paragraph replication
* Problem with spammers
* Return search snippets from search engines
» Mark novel information on web browsers.
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* Main papers that are referenced in this work are:

» Fingerprinting by Random Polynomials - Rabin O. M.

» Syntactic Clustering of the Web - Broder A. et.al.,

» Copy Detection Mechanism for Digital Documents - Brin
S., et al.
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e Given an n-bit message mo,...,mn.1, We View it as a

polynomial of degree n--

flz)=my+me

over the finite field.

-1
My

* Pick a random irreducible polynomial p(x) of degree k

over GF(2).

» Define a fingerprint of m to be the remainder r(x) of
f(x) / p(x) over GF(2) which can be viewed as a
polynomial of degree k-1 or as a k-bit number.
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* Makes use of shingles.

- Clusters documents on semantic level

- Interesting approach on measuring document similarity.
- Reduced time complexity, without limitations.
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* A framework called COPS, which performs operations

(Subset, Overlap, and Plagiarism)
» Chunking methods (used in other papers).

Strategy Summary Example on ABCDEF (k=3)| Space | #units | SEC <=
A | unit A B C.D.EF y I I
B K units, 0 over ABC, DEF n/k| K I
C K unis, k— 1 over | ABC, BCD, CDE, DEF y K I/ k
D | Hashed breakpoints AB, CDEF n/k | K I

Detecting the Origin of Text Segments Efficiently

10



* An important aspect for which the authors had to take

Into consideration were:
» Space efficient
 Real-time.

* A rough outline of the algorithm looks like this:
* Fingerprint each document,
» Selection algorithms: shingles to save in the hash table.
« Estimation algorithms: determine the origin of a shingle.
» Eviction algorithms: determine, which shingle to keep.
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* Input to the algorithm:
* A set S of sequence of tokens.
« A "query” which consist of an additional sequence D.
* A parameter k - number of consecutive tokens in a shingle.

* Phases of the algorithm:
e Selection Phase
 Hashing Phase, and
e Estimation Phase.
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* Each document is converted into a set of fingerprints:
* All shingles of D are generated and converted into a 62 bit
fingerprint.
* A subset of shingles is selected based on their fingerprints.
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* Experimented with a numerous selection methods:
» All — a baseline algorithm that selects all shingles.
e Every I-th (Ith)
 Modulo I (M-)
 Winnowing w (W-w)
* Revised Hash-breaking (Hb-p)
« DCT (DCT-p), and
e Hailstorm.
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All - baseline algorithm

Every I-th shingle algorithm (i.e., 2na)
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Modulo [ algorithm (i.e. | = 2)
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A do run run run, a do run run
(a) Some text.

adorunrunrunadorunrun
(b) The text with irrelevant features removed.

adoru dorun Orunr runru unrun nrunr runru
unrun nruna runad unado nador adoru dorun
Orunr runru unrun

(c) The sequence of 5-grams derived from the text.

77 74 42 17 98 50 17 98 8 88 67 39 77 T4 42
17 S8
(d) A hypothetical sequence of hashes of the 5-grams.

(77, 74, 42, 17)
(42, 17, 98, 50)
(98, 50, 17, 98)
(17, 98, 8, 88)
(8, 88, 67, 39)
(67, 39, 77, 74)

(77, 74, 42, 17)

(74, 42,
(17, 98,
(50, 17,
(98, 8,
(88, &7,
(39, 77,
(74, 42,

(e) Windows of hashes of length 4.

17 17 8 39 17

(f) Fingerprints selected by winnowing.

[17,3]1 [17,e] [8,8]

[39,11]

17, 98)
50, 17)
98, 8)
88, 67)
39, 77)
74, 42)
17, 98)
[17,15]

(g) Fingerprints paired with 0-base positional information.

Detecting the Origin of Text Segments Efficiently
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* Revised Hash-breaking
* Apply a hash function h to each token.
 Break the document into non-overlapping segments.
* Fingerprint all the tokens contained in a segment.
 Number of segments is 1/p.
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 DCT fingerprinting:
e Text segments, using Hb-p,
« Hash values for words in the segments,
* Vertical translation of hash values, median located at 0O,
 Normalize the values by the max hash value,
 Perform DCT with the normalized values,
* Quantize each coefficient to be fitted into a small number
of bits 2, 3, or 4,
 Form a fingerprint with the quantized coefficients Q«'s.

T T
Upper 16 bits of x;, Quantized coefficient (16/N bits) x NV
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* Hailstorm (Hs)

* Fingerprint every token

» Select a shingle s iff the minimum fingerprint value of all
tokens occurs at the first or last position of s.

* Probability that a shingle is chosen is 2/k if all tokens are
different.
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» Contribution on this phase Hailstorm Alg.

* Properties of the algorithms:
* Winnowing — fulfills locality property.
 Modulo | and Hailstorm — fulfill context freeness (better).

Lemma: In every document D, any token is covered by
at least one k-shingle selected by algorithm Hailstorm.
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* Fixed-size hash table, split into buckets each
containing up to 64 shingles.

» Space needed to store a shingle with its accompanying
information varies between algorithms, is between 714-18
bytes.
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bucket[1,1]

bucket[1,2]

bucket[1,3]

bucket[1,4]

bucket[1,61]

bucket[1,62]

bucket[1,63]

bucket(1,64]

bucket[2,1]

bucket[2,2]

bucket([2,3]

bucket[2,4]

bucket[2,5]

bucket[2,6]

bucket[k,59]

bucket(k,60]

bucket(k,61]

bucket[k,62]

bucket(k,63]

bucket(k,64]

Shingle

INn each cell of a bucket is
saved a shingle, of size k

where in our example it is
k = 8.
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e Parts contained in a shingle:
* The fingerprint of s itself,
* Its origin D:,
ts offset D:,
nformation about neighboring shingles in D:,
nformation for the eviction algorithm.

Shingle Information

| | |
62 bits - only 6 bytes needed 8 bytes Le  Doytes  10ytell)
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* The work focuses on mainly three algorithms:
« Random — evict a random shingle.
e Copy — Count (CC) — copy count for each shingle.
 Lucky Shingle (LS) — 1-byte score, gives a weighted
variant of copy count.
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Copy Count - Scores

for shingle' find a
shingle from the hash
table that matches.

if shingleg == shingle’
score = score + 1

Detecting the Origin of Text Segments Efficiently
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 Lucky Score (LS) — incremental steps:

» Set lucky score to 1 for each shingle,

* Increment the score of the first and last shingle of a copied
block by  floor(vb—2)

* |[f a shingle is the first or the last of its document, increment
score additionally by 3

* For every y-th selected shingle in D, increment the score
by 1 (y=7).

e |f average score of all shingles reaches some limit, divide
by 2.
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 Input information: retrieved shingles, guess the origin of
each shingle.

* Main work is focused on these methods:
* No Bridging (NB)
 Expansion (E)
» Bridging Algorithm (B)
» Bridging with Expansion (BE).
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» Bridging Alg. (their work), for each two selected
shingles s and s”.

 The offset of s in D is less than the offset of s’

 For s and s’, same origin is stored in the hash table.

» Difference of their offset in D equals to the offset stored in
the hash table.

* None of the shingles that occur after s and s’in D fulfill
the previous properties.
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* Bridging with Expansion — previous properties hold,

and two additional ones:

Oritin Doc A- | 2 i 4 5 0 ) :I Il 12
mgim D A I | I I-__..-.I __.II =.__|_| _._I_I 5_|I |
. Y
CopicrDoc B: [ 1l || |iiiﬁu |
I 2 i 4 3 ([l 14
.-"-.
o "-._____.'
E-"1"1-I!”1h'- Expansion

Detecting the Origin of Text Segments Efficiently 30



« Evaluation was done on two separate datasets:
* Blog data set — 8.6 million pages
« German pages — 1.3 million pages

* VVarious sizes of shingles were used, k = 8 achieved
highest results.

* Metrics to measure the performance of the framework:
 Dominant Origin (DO)
» Selected Shingle Ratio (SSR)
 Token Freshness (TF).
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* Statistics on the two separate dataset:

data | # of # of aveg ## of | with avg size | shingle
set docu- shingles | shingles | dom. | of cop. COpy
ments per doc | origin | blocks ratio
blogs | 8,666,731 | L7l bil. | 197 04% 17 (.36
Swiss | 1,360,393 | 0.78 bil. | 570 02% 13 (.16
Table 1: Various statistics of our data sets.
1 oQ00 | 20000 1 1000 | 500 | 200 [ 100 | 50 2()
Blogs | 34.2 13.7 0.8 .3 1.4 (.7 (Lo | 0.1
Swiss | B7.5 23.0 11.5 0.8 2.3 1.2 o | 0.2

Table 2: Different hash table sizes m in MB and the
percentage of all shingles that fit into the hash table
at one time (in percent) for both datasets.

Detecting the Origin of Text Segments Efficiently

32



e Selection Phase

e Version A: random eviction & no estimation
 Version B: lucky eviction & BE estimation
e Eviction Phase

 Version A: All the baseline algorithm
 Version B: NHs

 Estimation Phase

 Version A: Copy Count
 Version B: Lucky Shingle
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FEverv I-th Modulo 1

Ath oth =th N M2 NM3 N4 N4

25T 17%% 13%6 159% 157% 257 14%%
Modulo 1

NME | WNANE M6 NM6 1Y, iy NMT M=

20%% 14%% 16%: 12.59% 14%6 11%%0 12%%
Winnowing w
MNW5H NWG6 NW'T W s NWS WO MNWO
16%: 1% 16.57% 23.5% 17%%6 21%0 16%
Det p (same ssr as HB-p) Hailstorm NI

Det3 Dectd Dets Decth DetE NHs NAE
20%%6 15%% 12%%6 10% =50 17%0 10%%

Table 3: Percentage of shingles sent to the hash ta-
ble by the selection algorithms in the blogs data set.
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7L All NHs 4th NWS | WNM3 | Hb3 Diets
5000 =3.2 | O8.8 0.5 | 98.2 96.7 96.9 90.0
2000 TO.5 | 97.3 | 53.2 | O96.2 95.7 95.6 90.0
1000 TTr.2 | 84.6 T8.5 | 84.3 85.1 84.6 8O.5
500 7H.T | TO.8 76.5 | TO.5 79.4 79.3 82.8
200 74.3 | V7.5 75.1 TV.3 7.3 7.1 T7.6
100 T73.6 | TH.8 74.0 | T5.7 T5.T 75.6 T6.3
50 T3.2 | T4.T 73.4 | T4.6 74.6 74.6 5.3
20 T2.9 | T3.7 T2.8 | T3.6 T3.7 T3.6 | 74.0
AveDO | 76.2 | B2.8 Tr.9 | 82.4 52.3 82.2 =1.9
Table 4: Blogs data set: the DO score (in %) of

the best performing selection algorithms for differ-
ent hash table sizes (in MB) when combined with
random eviction and no estimation. The maximuim
in each row is highlighted.
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T Al NH= dth MW & MNM3 Hb3 IDets
S5000 DO .2 Q8.5 =59 950 6.3 o965 s55.1
500 LTS 0327 =60 Q2.9 920 01 .5 5.1
S0 TOUT H4.3 TO.6 =35 =3.1 825 828
A 2O 25.0 O91.0 =40 90 .2 =03 50 2 =541

Table 5: Blogs data set: the DO score (in %40) of
the best performing selection algorithms for differ-
ent hash table sizes (in MWMB) when combined with
Ilucky eviction and BE estirmation.

I datadkr AT MNH= Atk o T NI | HbBEE DctS

Wersion

Blocs A =1_0) =3.6 To.5 =34 AT =2 G M3

BElog=s B =279 HEO.1 =236 HE.T BT .6 8|7 G 24 3

S ls=s M =Ly ) =16 i =1.4 515 =1 _1 gt

Swiss B D06 ESH.0 T2 HT.6 =TT 26T 50.7
Table 7: The overall score, 1.e., the mean of the

aaverage [ and thhe average T'EF metric (in percent )
on both data sets and both wversions for the best
performming selection algorithms=s. The maswirrywarr 11w

ceach row (1gmorimg A 11) 3= hagghlhighted.
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I Al MNH= Adth MNWS MNM3 Hh3 DS
Vversion A: Random Eviction 4+ o Estimation
ST aT.T Uar =T 3.4 L1 .G LT BT D
S =L i 2k Hr L L ol BN Hg o I |
0 THE.2 Tr.2 TH.0 Tr.3 ThH. 5 7.1 Tr.3
Ave I'F H5.T =4 5 =1.1 o e HaE 1 H2 h
Version B: Lucky Eviction + BE Bridging
S LR U3 6 =T 3.5 1.7 RTINS =, L
S0 a5 206 #25.1 =4 ata | HE.1 H5.0
ol =14 =16 T =1l i D =16 2T
AveTF sST.0 "2BT.2 H253.2 =70 B5.8 R0 HA G
Table 6: Blogs data set: the TF =score (im 9%) of

the best performing selection algorithms for differ-

ent hash table sizes (1n MEB).

Detecting the Origin of Text Segments Efficiently
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T Al NMNH=s
=3 L. i | L& H LR D
MNominant COrrigin Metric
S HiE L A5 1) Q.1 50 G H T A==
S00 TH.T TT .G =00 =0T TO.H HE o 031
54 s ] | T2 b T .5 i ] THE._ 5
Av TG, TR0 =1.1 =4 =22 H =i .0 253
oken Freshness hWNMeor
S0 DTG s 1 oG.H s .6 o35 3.5 035
S s 1 A =4_1 i), 6 T FoE T | oS
50 TH.2 TEB.T T1.8 THO.H T2 TT.D Ta.1
A v 25T BE3.T =15 =T.T =13 BE5.3 =43
O verall Score
=HO.T 51.3 =1.4 24,1 =235 H5 .6 26592

Table 8: Blogs data set:

the MDY and TF score {(1n

Yo ) of all eviction algorithms for the selection algo—
rithms=s All and INHs with no estimation algorithmom

for different hash table simes (1n IWVIE).
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e MNH=s + CC MNHs + L&
I ] | E | B2 | BE MNB | | B | BE
IDvominant O rigin Metric
SN L = i, = L | L. 5 e, = LA, = F I | UH_5
500 031 031 ozl hr.T BT.5 2.3 Q2.6 3.7
0] TE.D L r. LA T L | =0 o
Avg HE.: HE, HT.6 HE.4 =G.T SO T =0T 1.0

Token Pﬁ'cﬁﬁness MNMetric
S D UH. 5 O3, O3 .8 .6 O3 .5 U35 O3 G R

T
L5
S0 HE.= H= 6 HO 3 H= G =G0 ko | =05 =O .6
ik = T .D T, g =] .l =0 =1.5 =1.68 |
AvE R4 2 Mg R5.0 24 5 =4 .4 =i, =7.1 =T.2
Crverall Score
6.0 | 864 | 86.3 | 6.5 | 85.5 | 87.0 | 58.4 | 80.1

Table 9: Blogs data set: the DO and TF score (in
o) of all bridging algorithms with the selection al-
gorithm INHs and the eviction algorithms COOC and
LS, for different hash table simes y» (1m NIEBE).

Detecting the Origin of Text Segments Efficiently 39



I ALL + CC Al + 1.5
NEB E: B BE: MNB | 2H = BE
I'omimmant Origin Metric
SN e T GG GG 4 a=R.6 OR.5 OH .4 s .4
S0 =41 =A 0 g 4 RS =16 .5 .3 .5
Bk T1.8 T1.9 T T1.9 TO.S =1.3 =1.2 H51.4
AV H1l.= =1 = =11 =1.7 SN HH .5 RS | =B
Token Freshness Meotric
SN LETE N DG O LE 1] [T G50 a0 .5 ¥ e ] Ly o2
500 Hi.9 H52. 0 =221 H2 3 =0T L L = 0.8
Bk 26 TH.5 4.4 TH. 3 T3.4 TH.O TH.2 TO.T
AV =1.0 ST H1.5 =i =L i s G =T .0
Overall Score
| B1.4 | 822 | 817 | 820 | 840 | 881 | 857.5 | 88.3
Table 10: Blogs data set: the IMW)» and TF =score

(1 9%) of all bridging algorithms wiath the selection
algorithm All and the eviction algorithms CO and
LS. for different hash table simes /v (1 NWIEB).
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T number of extra-labeled shingles | Accuracy
M) | 66094 10.5
2000 | 5139 30.8
1000 | 33003 S48
500 122614 06 6
200 163484 0=.3
100 155107 O8.6

50 1540093 O8.8

20 133737 O=.6

Table 11: Blogs data set and selection algorithm
NH=: The number of extra-labeled shingles and the
accuracy (in percent) of the origin of extra-labeled

shingles for different hash table sizes (1n MB).

Detecting the Origin of Text Segments Efficiently
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e The performance of the system is the best when using NHs
with lucky eviction and BE estimation, where with the
decrease of m the performance decreases, while the results for
both metrics (DO and TF) are quite good.

*Whereas if used algorithm A/l ( when combined with lucky
eviction and expansion) results are lower than those produced

by NHs algorithm.
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Figure 2: For m =200MEBE the M) metric averaged ftor
all documents of a fixed size for the selection algo-
rithm NHs with lucky eviction and BE estimation.

Detecting the Origin of Text Segments Efficiently 43



 Pro's
e Fixed hash table size
e Good results
e Hailstorm

* Con's
* No reasoning on score changes in LS
» Security
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