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III.6 Advanced Query Types

1.  Query Expansion 

2.  Relevance Feedback 

3.  Novelty & Diversity  
 
 
 
 
 
 
 
 
 
 
Based on MRS Chapter 9, BY Chapter 5,  
[Carbonell and Goldstein ’98] [Agrawal et al ’09]
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1. Query Expansion

• Query types in web search according to [Broder ‘99] 

• Navigational (e.g., facebook, saarland university) [~20%]  
aim to reach a particular web site 

• Informational (e.g., muffin recipes, how to knot a tie) [~50%]  
aim to acquire information present in one or more web pages 

• Transactional (e.g., carpenter saarbrücken, nikon df price) [~30%]  
aim to perform some web-mediated activity  

• Problem: Queries are short (average: ~2.5 words in web search) 

!

• Idea: Query expansion adds carefully selected terms (e.g., from a 
thesaurus or pseudo-relevant documents) to the query
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Thesaurus-Based Query Expansion

• WordNet (http://wordnet.princeton.edu) lexical database  
contains ~200K concepts with their synsets and  
conceptual-semantic and lexical relations 

• Synonymy (same meaning)  
e.g.: embodiment ⟷ archetype 

• Hyponymy (more specific concept)  
e.g.: vehicle ⟶ car 

• Hypernymy (more general concept)  
e.g.: car ⟶ vehicle 

• Meronymy (part of something)  
e.g.: wheel ⟶ vehicle 

• Antonymy (opposite meaning)  
e.g.: hot ⟷ cold
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Thesaurus-Based Query Expansion (cont’d)

• Similarity sim(u, v) between concepts u and v based on 

• co-occurrence statistics (e.g., from the Web via Google)  
 
 
 
measures strength of association (e.g., car and engine) 

• context overlap  
 
 
 
with C(u) as the set of terms that occur often in the context of concept u 
measures semantic similarity (e.g., car and automobile) 

• Expand query by adding top-r most similar terms from thesaurus
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sim(u, v) =
df(u ^ v)

df(u) + df(v)� df(u ^ v)

sim(u, v) =
|C(u) \ C(v)|

|C(u)|+ |C(v)|� |C(u) \ C(v)|
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Ontology-Based Query Expansion

• YAGO (http://www.yago-knowledge.org) [Hoffart ’13] 

• combines knowledge from WordNet and Wikipedia 

• 114 relations (e.g., marriedTo, wasBornIn) 

• 2.6M entities (e.g., Albert_Einstein) 

• 365K classes (e.g., singer, mathematician) 

• 447M facts (e.g., Ulm locatedIn Germany)
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Ontology-Based Query Expansion (cont’d)

• Similarity between classes u and v based on 

• Leacock-Chodorow Measure 
 
 
 
with len(u, v) as shortest-path-length  
between u and v and D as depth of  
the IS-A hierarchy 

• Lin Similarity  
 
 
 
with LCA(u, v) as lowest-common-ancestor  
and IC(c) as information content (e.g., number of instances) of class c
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sim(u, v) = � log

len(u, v)

2D

sim(u, v) =
2 IC(LCA(u, v))

IC(u) + IC(v)



IR&DM ’13/’14

Local Context Analysis

• Retrieve top-n ranked passages by breaking initial result 
documents into smaller passages (e.g., 300 words) 

• For each noun group c (~ concept), compute the similarity 
sim(q,c) between query q and concept c using TF*IDF variant  
 
 
 
 
 
 
 
 
 
with constant λ, pj as the j-th passage, and npt and npc as the 
number of passages that contain term t and concept c, respectively
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Local Context Analysis (cont’d)

• Expand query with top-m concepts. Original query terms receive 
a weight of 2; the i-th concept added is weighted as (1 - 0.9×i / m) 

• Example: Concepts identified for the query “What are different 
techniques to create self induced hypnosis” include hypnosis, 
brain wave, ms burns, hallucination, trance, circuit, suggestion, 
van dyck, behavior, finding, approach, study 

• Full details: [Xu and Croft ’96]
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Global Context Analysis

• Constructs a similarity thesaurus between terms based on the 
intuition that similar terms co-occur in many documents 

• TF*IDF variant with flipped roles for terms and documents  
 
 
 
 
with inverse term frequency ITFd and term vector t 

• Correlation factor between terms t and t’ is computed as 

!

• Query expanded by top-r terms most correlated with query terms 

• Full details: [Qiu and Frei ’93]
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2. Relevance Feedback

• Idea: Incorporate feedback about relevant/irrelevant documents 

• Explicit relevance feedback (i.e., user marks documents as +/-) 

• Implicit relevance feedback (e.g., based on user’s clicks or eye tracking) 

• Pseudo-relevance feedback (i.e., consider top-k documents as relevant) 

!

• Relevance feedback has been considered in all retrieval models 

• Vector Space Model (Rocchio’s method) 

• Probabilistic IR (cf. III.3) 

• Language Models (cf. III.4)
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Implicit Feedback from Eye Tracking

• Eye tracking detects area of the screen  
that is focused by the user in 60-90%  
of the cases and distinguishes between 

• Pupil fixation 

• Saccades (abrupt stops) 

• Pupil dilation 

• San paths 

• Pupil fixations mostly user to  
infer implicit feedback 

• Bias toward top-ranked search results  
(receive 60-70% of pupil fixations) 

• Possible surrogate: Pointer movement
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Figure 1: Gaze heat map on a search engine results page. 

The Good, the Bad, and the Random: 
An Eye-Tracking Study of Ad Quality in Web Search 

 

Georg Buscher 
DFKI 

Knowledge Management Dept. 
Kaiserslautern, 67663, Germany 

georg.buscher@dfki.de

Susan Dumais 
Microsoft Research 
One Microsoft Way 

Redmond, WA 98052 USA 
sdumais@microsoft.com

Edward Cutrell 
Microsoft Research India 

196/36 2nd Main, Sadashivnagar 
Bangalore, 560 080, India 

cutrell@microsoft.com 
 

ABSTRACT 
We investigate how people interact with Web search engine result 
pages using eye-tracking.  While previous research has focused on 
the visual attention devoted to the 10 organic search results, this 
paper examines other components of contemporary search 
engines, such as ads and related searches.  We systematically 
varied the type of task (informational or navigational), the quality 
of the ads (relevant or irrelevant to the query), and the sequence in 
which ads of different quality were presented.  We measured the 
effects of these variables on the distribution of visual attention and 
on task performance. Our results show significant effects of each 
variable. The amount of visual attention that people devote to 
organic results depends on both task type and ad quality. The 
amount of visual attention that people devote to ads depends on 
their quality, but not the type of task. Interestingly, the sequence 
and predictability of ad quality is also an important factor in 
determining how much people attend to ads. When the quality of 
ads varied randomly from task to task, people paid little attention 
to the ads, even when they were good. These results further our 
understanding of how attention devoted to search results is 
influenced by other page elements, and how previous search 
experiences influence how people attend to the current page. 

Categories and Subject Descriptors 
H.1.2 [Models and Principles] User/Machine Systems – Human 
information processing, Human factors . 

General Terms 
Design, Experimentation, Human Factors, Measurement. 

Keywords 
Gaze tracking, user study, search engine results pages 

1. INTRODUCTION 
In designing effective search systems, it is important to 
understand how people search and interact with the information 
presented on search engine result pages (SERPs). In this paper we 
use an eye-tracking study to increase our understanding of the 
processes that people use in examining result pages, and of 
variables that influence these processes.  
Previous studies have used eye-tracking to understand how people 
attend to and interact with different elements of SERPs. This work 
has developed well-known terms to describe typical gaze 

distributions on SERPs, such as the “golden triangle” [12] or the 
“F-shaped pattern” [18]. Figure 1 shows an example of a 
characteristic heat map for a SERP. These studies tend to be fairly 
high-level, with qualitative descriptions aggregated across many 
different pages or tasks. Other researchers have taken a more 
controlled experimental approach and reported quantitative 
summaries of eye movements on SERPs, often explicitly 
controlling users’ tasks. These studies characterized how visual 
attention is distributed on the 10 organic results, e.g., [6], [9], 
[10], [16]. However, all of today’s major commercial search 
engines include additional elements on a SERP such as sponsored 
links at the top and on the right rail, related searches, graphical 
elements such as maps, illustrations, or other content.  In this 
study we seek to understand how the visual attention devoted to 
organic results is influenced by these other page elements. 
Sponsored links are an especially important component of the 
SERP since they form the main source of income for search 
engines. Depending on the search intent of the user, ads may 
provide valuable information and lead searchers directly to their 
goal. In contrast, if ads are off-topic or simply not relevant to the 
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Implicit Feedback from Clicks

• Idea: Infer user’s preferences based on her clicks in result list 

!

!

• Skip-Previous: d2 > d1 (i.e., user prefers d2 oder d1) and d5 > d4 

• Skip-Above: d2 > d1, d5 > d4, d5 > d3, and d5 > d1 

• User study showed reasonable agreement with explicit feedback 
provided for (a) title and snippet of result (b) entire document  

!

• Full details: [Joachims ’07]
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Rocchio’s Method

• Rocchio’s method considers relevance feedback in VSM 

• For query q and initial result set D the user provides feedback on  
positive documents D+ ⊆ D and negative documents D- ⊆ D 

• Query vector q’ incorporating feedback is obtained as  
 
 
 
 
with α, β, γ ∈ [0,1] and typically α > β > γ
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Rocchio’s Method (Example)

!

!

!

!

• Given q = (1 0 1 0 0 0) we obtain q’ = (0.9 0.2 0.55 0.25 0.05 0) 
assuming α = 0.5, β = 0.4, γ = 0.3 

• Multiple feedback iterations  
are possible (set q = q’)
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t1 t2 t3 t4 t5 t6 R
d1 1 0 1 1 0 0 1

d2 1 1 0 1 1 0 1

d3 0 0 0 1 1 0 0

d4 0 0 1 0 0 0 0

|D+| = 2

|D�| = 2
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3. Novelty & Diversity

• Retrieval models seen so far (e.g., TF*IDF, LMs) assume that  
relevance of documents is independent from each other 

• Problem: Not a very realistic assumption in practice due to  
(near-)duplicate documents (e.g., articles about same event) 

• Objective: Make sure that the user sees novel (i.e., non-
redundant) information with every additional result inspected 

!

• Queries are often ambiguous (e.g., jaguar) with multiple  
different information needs behind them (e.g., car, cat, OS) 

• Objective: Make sure that user sees diverse results that cover 
many of the information needs possibly behind the query
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Maximum Marginal Relevance (MMR)

• Intuition: Next result returned di should be relevant to the query 
but also different from the already returned results d1, …, di-1  
 
 
 
with tunable parameter λ and similarity measure sim(q,d) 

• Usually implemented as re-ranking of top-k query results 

• Example: 
 
 
 
 

• Full details: [Carbonell and Goldstein ’98]
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Intent-Aware Selection (IA-Select)

• Queries and documents are categorized (e.g., Technology, Sports) 

• P(c|q) as probability that query q refers to topic c 

• P(R|d, q, c) as probability that document d is relevant for q under topic c 

• IA-Select determines query result S ∈ D (s.t. |S| = k) as 

!

!

• Intuition: Maximize the probability that user sees at least one 
relevant result for her information need (topic) behind query q 

• Problem is NP-hard but (1-1/e)-approximation, under certain 
assumptions, can be determined using a greedy algorithm 

• Full details: [Agrawal et al. ’09]
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Summary of III.6

• Query expansion  
counters short query length by adding carefully selected terms  
based on thesaurus, ontology, global or local context 

• Relevance feedback  
can be explicit or implicit (e.g., based on clicks or eye tracking)  
and is applicable in all retrieval models seen so far 

• Novelty & diversity  
deal with redundancy in query result (e.g., duplicate documents)  
and ambiguous queries by re-ranking an initial query result
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