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1. Objectives
๏ Our focus will be on web search; personalization also affects  

other applications (e.g., recommender systems, advertising)  

๏ Personalization can serve different objectives in web search 
๏ disambiguate the query based on user profile (e.g., jaguar) 

๏ adapt query results to the user profile or abilities (e.g., reading level) 

๏ localize results based on the user location (e.g., uds, coffee shop)
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Data Sources
๏ Search results can be personalized using different data sources 

๏ Feedback (e.g., about relevance of search results) 

๏ Traits (e.g., age, gender, income level, education level, religion) 

๏ Social profiles (e.g., likes on facebook, tweets)  

๏ Behavior (e.g., short/long-time browsing, search, and click histories) 

๏ Desktop (e.g., office documents, e-mail)
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Client vs. Server

๏ Search results can be personalized in different locations [12] 
๏ Server: the search engine knows the user profile and 

personalizes the search result according to it 

๏ Client: only the client knows the user profile and personalizes 
the generic result from the search engine according to it 

๏ Client-Server Cooperation: the client knows the user profile and 
reveals parts of it to the search engine to personalize the result 
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Methods
๏ Search results can be personalized using different methods  

๏ Link analysis: by computing a user-specific static score for each web 
page, reflecting its importance relative to the user profile 

๏ Query expansion: by augmenting the query with terms from the user 
profile to disambiguate it and inform the search engine 

๏ Retrieval model: by directly considering the user profile when 
deciding which documents to return as results and how to order them  

๏ Re-ranking: by considering the generic results returned by the search 
engine and re-ranking them considering the user profile
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2. Concerns
๏ Personalization of search results requires data about the user 

๏ personal traits (e.g., gender, age, income level) 

๏ search, click, or browsing histories 

๏ Privacy is a concern in the post-Snowden era  

๏ Personalization of search results can affect users and society 
๏ by not exposing users to views different from their own 

๏ by only showing results fitting the user’s interests, location, intellect 

๏ Filter bubble is a concern regarding the effects of personalization 
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Privacy
๏ Shen et al. [10] study the tension between privacy preservation 

and personalization and define four levels of privacy protection 
๏ Level 1: Pseudo Identity 

(user identity is replaced by an identifier in the search system) 

๏ Level 2: Group Identity 
(multiple users share a single user identifier in the search system) 

๏ Level 3: No Identity 
(search system does not know the user identity) 

๏ Level 4: No Personal Information 
(search system does not know any personal information)
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How Much Do They Know?

๏ Bi et al. [1] examine to what extent a user’s demographics can  
be inferred purely based on the search queries she issues  

๏ myPersonality.org data provides the Facebook likes of millions 
of anonymous users together with their demographic profiles  

๏ Open Directory Project (DMOZ.org) as common representation 
for liked entities on Facebook and queries issued by users

9

"You have zero privacy anyway. Get over it." 
(Scott McNealy, former CEO of Sun Microsystems)
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How Much Do They Know?

๏ Bing users as probability distributions over ODP topics 

๏ Probability distributions over ODP topics for traits from Facebook  

๏ Results: AUC (Area Under receiver operating characteristic Curve) 

๏ 0.803 for predicting gender based on queries issued 

๏ 0.735 for predicting age based on queries issued
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Figure 1: The workflow of our framework for inferring users’ demographics based on the search queries. On
the left, the Facebook Likes of a small group of users are mapped to their corresponding ODP categories by
issuing them as queries and classifying the top search results. On the right, the search users are represented
similarly by the set of ODP categories associated with the top-ranked results returned for their queries.

Note that here we have likes (l) instead of queries (q).
If P (Dq) = P (Df ), the two optimization problems are ap-
proximately equivalent. However, as we can observe from
the comparison of the Facebook and search data (see Table
1), the two distributions P (Dq) and P (Df ) are di↵erent.

To predict demographic characteristics of the users in a
query log, we essentially seek to obtain the conditional prob-
ability distribution P (Y |Q,Dq), where Y denotes the demo-
graphic characteristic of a user who issued queries Q, and Dq

denotes the query log. Note that P (Y |Q,Dq) 6= P (Y |L,Df )
as discussed earlier.

Since we choose to represent each user by a probability dis-
tribution over ODP categories, P (Y |Q,Dq) can be marginal-
ized across ODP categories C:

P (Y |Q,Dq) =
X

C

P (Y |C,Dq)P (C|Q,Dq) (3)

By Bayes’ rule, P (Y |C,Dq) is given by:

P (Y |C,Dq) =
P (Y |Dq)P (C|Y,Dq)

P (C|Dq)
, (4)

where P (Y |Dq) is the probability of class Y in the query
log, which captures our prior knowledge about the relative
frequencies of users of di↵erent demographics in a search en-
gine. These quantities can be obtained from the search en-
gine internal statistics, or publicly available statistics about
the search users. On the other hand, P (C|Dq) captures the
relative frequencies of queries of category C. This quantity
could be estimated from search logs, but can also be approx-
imated from the ODP/DMOZ statistics assuming that the
ODP corpus is statistically similar to the set of results re-
turned by the search engine. P (C|Y,Dq) is the probability
that a user with demographics Y is interested in category C
when issuing a query. The key insight here is that we can
assume that whether a user is interested in some category
C or not depends on their demographics Y , independent of
whether he or she is using Facebook or doing search. There-
fore, it is reasonable to make the conditional independence

assumption that

P (C|Y,Dq) = P (C|Y ) = P (C|Y,Df ) , (5)

which means that P (C|Y,Dq) can be estimated from Face-
book data Df . Let ✓Y denote the probability distribution
P (C|Y ). In order to avoid problems of estimation due to
sparsity of the data we estimate the parameter vector ✓Y

using Bayesian Maximum A Posteriori (MAP) estimation.
In particular, we estimate ✓Y by:

✓̂Y = argmax
✓Y

P (✓Y |Df ) = argmax
✓Y

P (Df |✓Y )P (✓Y ) . (6)

This is a standard Bayesian estimation problem with a multi-
nomial likelihood and a conjugate Dirichlet prior P (✓Y ) pa-
rameterized by pseudo-counts {↵k}, (↵ =

P
k ↵k). If there

is prior knowledge available, this can be taken into account,
otherwise one can initialize the pseudo counts {↵k} uni-
formly. The resulting MAP solution is given by:

✓Yk =
NY

k + ↵k � 1
NY + ↵�K

, (7)

where NY
k is the number of times the webpages, which are

returned for the Likes of users of class Y , fall into the kth
category, K is the total number of ODP categories, and NY

is the total number of categories for webpages returned for
the Likes of users of class Y . Note that we estimate the
probability P (C|Q,Dq) in Equation (3) in a similar way.
In summary, the methodology outlined above allows us

to train a demographics classifier on users characterized by
their collection of Facebook Likes, yet evaluate it on users
characterized by their search query history. We believe that
the two key ideas of a) creating a common representation
in terms of ODP, and b) of mitigating the data shift prob-
lem by breaking up the problem into separate estimation
tasks for demographics given category and category given
query history will be more generally applicable to problems
in which labels are available, but are not directly linked with
the representation of interest through suitable training data.
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Filter Bubble
๏ Eli Pariser [9] coined the notion “filter bubble”, observing that  

personalization traps users by increasingly exposing them  
to content that is in line with what they know or believe  

๏ Examples: 
๏ Query “egypt” brings up only tourism-related 

results, but none related to political situation  

๏ Query “bp” brings up stock-related 
results, but none related to oil spill

11

[TED talk]

http://www.ted.com/talks/eli_pariser_beware_online_filter_bubbles?language=en
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Is the Filter Bubble Real?
๏ Hannak et al. [4] conducted a study with 200 Google users to 

measure the degree of personalization and identify personal 
features with an impact on search results 
๏ 120 queries from Google Zeitgeist and WebMD (tech, news, etc.) 

๏ 200 users from 43 different U.S. states recruited via Mechanical Turk 

๏ scripted issuing of queries through HTTP proxy  

๏ Observations: 
๏ extensive personalization (at lower ranks) 

๏ most personalized queries related to 
companies/stores (localization)
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Most
Personalized

Least
Personalized

gap what is gout
hollister dance with dragons
hgtv what is lupus
boomerang gila monster facts
home depot what is gluten
greece ipad 2
pottery barn cheri daniels
human rights psoriatic arthritis
h2o keurig coffee maker
nike maytag refrigerator

Table 2: Top 10 most/least person-
alized queries.

States, 2) have a Google account, and 3) be logged in to
Google during the study.1 Users who accepted the task were
instructed to configure their Web browser to use a HTTP
proxy controlled by us. Then, the users were directed to
visit a Web page that automatically performed 80 Google
searches. 50 of the queries were randomly chosen from the
categories in Table 1, while 30 were chosen by us.

The HTTP proxy serves several functions. First, the
proxy records Google Search’s HTML responses to the users’
queries. Second, each time the proxy observes a user mak-
ing a query, it executes two PhantomJS scripts. Each script
logs in to Google and executes the same exact query as the
user. The results served to the scripts act as the control,
allowing us to compare results from a real user (who Google
has collected extensive data on) to fresh accounts (that have
minimal Google history). Third, the proxy controls for noise
in two ways: 1) by executing user queries and the corre-
sponding scripted queries in parallel, and 2) forwarding all
Google Search traffic to a hard-coded Google IP address.

Although the proxy is necessary to control for noise, there
is a caveat to this technique. Queries from AMT users
must be sent to http://google.com, whereas the controls
use https://google.com. The reason for this issue is that
HTTPS Google Search rejects requests from proxies, since
they could indicate a man-in-the-middle attack. Unfortu-
nately, result pages from HTTP Google Search include a
disclaimer explaining that some types of search personaliza-
tion are disabled for HTTP results. Thus, our results from
AMT users should be viewed as a lower bound on possible
personalization.

AMT Worker Demographics. In total, we recruited
200 AMT workers, each of whom answered a brief demo-
graphic survey. Our participants self-reported to residing in
43 different U.S. states, and range in age from 12 to >48
(with a bias towards younger users). Figure 4 shows the us-
age of Google services by our participants: 84% are Gmail
users, followed by 76% that use Google Maps. These sur-
vey results demonstrate that our participants 1) come from
a broad sample of the U.S. population, and 2) use a wide
variety of Google services.

4.2 Results
We now pose the question: how often do real users re-

ceive personalized search results? To answer this question,

1This study was conducted under Northeastern University
IRB protocol #12-08-42; all personally identifiable informa-
tion was removed from the dataset.

we compare the results received by AMT users and the cor-
responding control accounts. Figure 5 shows the percentage
of results that differ at each rank (i.e., result 1, result 2,
etc.) when we compare the AMT results to the control re-
sults, and the control results to each other. Intuitively, the
percent change between the controls is the noise floor; any
change above the noise floor when comparing AMT results
to the control can be attributed to personalization.

There are two takeaways from Figure 5. First, we ob-
serve extensive personalization of search results. On aver-
age, across all ranks, AMT results showed an 11.7% higher
likelihood of differing from the control result than the con-
trols results did from each other. This additional difference
can be attributed to personalization. Second, top ranks tend
to be less personalized than bottom ranks.

To better understand how personalization varies across
queries, we list the top 10 most and least personalized
queries in Table 2. The level of personalization per query
is calculated as the probability of AMT results equaling the
control results, minus the probability of the control results
equaling each other. Large values for this quantity indicate
large divergence between AMT and control results, as well
as low noise (i.e., low control/control divergence).

As shown in Table 2, the most personalized queries tend to
be related to companies and politics (e.g., “greece”, “human
rights”or“home depot”). Digging into the individual results,
we observe a great deal of personalization based on location.
Even though all of the AMT users’ requests went through
our proxy and thus appeared to Google as being from the
same IP address, Google Search returned results that are
specific to other locations. This was especially common for
company names, where AMT users received different store
locations. In contrast, the least personalized results in Ta-
ble 2 tend to be factual and health related queries.

5. PERSONALIZATION FEATURES
In the previous section, we observed personalization for

real users on Google Search. We now examine which user
features Google Search uses to personalize results. Although
we cannot possibly enumerate and test all possible features,
we can investigate likely candidates. Table 3 lists the dif-
ferent demographic profiles that our experiments emulate
during experiments.

5.1 Measuring Personalization
When comparing the list of search results for test and

control accounts, we use two metrics to measure personal-
ization. First, we use Jaccard Index, which views the result

531
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Is the Filter Bubble Real?
๏ To identify personal features that impact search results, Hannak et 

al. [4] created different Google profiles and compared results  
๏ logged in / not logged in / cookies cleared (little impact) 

๏ browser user-agent (no impact) 

๏ geolocation from IP address (big impact) 

๏ gender (no impact) 

๏ search history (no impact) 

๏ click history (no impact) 

๏ browsing history (no impact)
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3. Potential
๏ Question: How much can be gained, in terms of retrieval 

performance, by personalizing web search results? 

๏ Teevan et al. [11] estimate the potential for personalization  
(in terms of nDCG) using three kinds of data sources 
๏ explicit relevance feedback from 125 users on 699 queries 

(gain value {0, 1, 2} derived from graded relevance judgment) 

๏ desktop data of 59 users as implicit feedback on 822 queries 
(gain value [0, 1] based on cosine similarity to desktop) 

๏ click logs of 1.5 M users as implicit feedback on 2.4 M queries 
(gain value {0, 1} based on whether user clicked on result)

14



Advanced Topics in Information Retrieval / Personalization

Potential for Personalization
๏ Given feedback from an individual user, we can determine the  

optimal result for her and how much worse the web result is 

15
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Potential for Personalization

๏ Explicit relevance feedback 

๏ Personalized result (nDCG 1.0) 

๏ Result for group of six (nDCG 0.85) 

๏ Web result (nDCG 0.58) 

16

4:18 • J. Teevan et al.

Fig. 4. With perfect personalization, the average normalized DCG for an individual is 1. As more
people’s interests are taken into account to generate a ranking, the average normalized DCG for
each individual drops for the ideal group ranking. The gap represents the potential value to be
gained by personalizing the search results. There is also a gap between the current normalized
DCG for the Web results and the best group ranking, which represents the potential improvement
to be gained merely by improving results without consideration of the individual.

curves to make a good guess about what the potential would be among large
groups by looking at how it increases as group size increases.

On average, when considering groups of six people, the best group ranking
based on explicit data yielded a 46% improvement in DCG over the current
Web ranking (0.85 vs. 0.58), while the best individual ranking led to a 70%
improvement (1.00 vs. 0.58). From the shape of the curves it appears likely
that the best group ranking for a larger sample of users would result in even
lower DCG values and be closer to the Web ranking which aims to satisfy a
large number of searchers interests for the same query.

These analyses of people’s explicit relevance judgments underscore the
promise of providing users with better search result quality by personalizing
results. Improving core search algorithms is difficult, with research leading typ-
ically to very small improvements. We have learned that rather than improving
the overall ranking for a particular query, we can obtain significant boosts by
working to improve results to match the intentions behind it—and that these
intentions can be different for different individuals.

5.3 Potential for Personalization Using Implicit Measures

For both of the implicit measures studied (content and behavior), we con-
structed, for groups of different sizes, the best group ranking that we could
using the measure. We then measured the quality of each group ranking us-
ing the implicit gains to assess the normalized DCG. This allowed us to cre-
ate potential for personalization curves for both implicit measures that are
similar to the explicit one displayed in Figure 4. The distance of these im-
plicit potential for personalization curves from what is ideal for the individual
(a normalized DCG of 1) gives us an idea of how much room there is to im-
prove search results using personalization, versus improvement to the general
results.

ACM Transactions on Computer-Human Interaction, Vol. 17, No. 1, Article 4, Publication date: March 2010.

Potential for Personalization • 4:19

Fig. 5. The potential for personalization curves according to the three different measures of rel-
evance. Explicit relevance judgments for the 17 unique queries that at least six people evaluated
are compared with 24 queries for which there are at least six content-based implicit judgments and
the 44,002 behavior-based queries for which there are behavior-based implicit judgments.

Figure 5 shows the same potential for personalization curve computed for
the explicit relevance judgments in Figure 4 (solid line) for the behavior-based
(dotted line) and content-based (dashed line) relevance proxies. The curves have
a similar shape for all three measures of an individual user’s intent. The poten-
tial for personalization based on behavior-based data is smaller than the actual
variation observed in explicit relevance judgments. This is most likely due to
the fact that despite variation in intent, people’s click behavior is strongly in-
fluenced by where the results appear in the ranked list [Guan and Cutrell 2007;
Joachim et al. 2005].

In contrast, the content-based curve displays greater variation than the
curve built from the explicit judgments. This suggests there is more vari-
ation in the content that has been previously viewed by an individual
than there is variation in relevance judgments. It may be possible to lever-
age this variation to present the most personally relevant results to an
individual.

Some of the variation we observe across measures may arise from the fact
that the set of queries used for each measure varies somewhat, and it is possi-
ble that different queries have greater potential for personalization than oth-
ers. However, a handful queries overlap across measures that we can exam-
ine to get an idea about whether the same pattern exists when there is no
additional variation due to different queries. For three queries (“microsoft,”
“cancer,” and “gates”) we have both explicit and behavior-based implicit rele-
vance judgments. As can be seen in Figure 6(a), the same pattern observed
in Figure 5 holds, where the behavior-based measure suggests less potential
for personalization than the explicit based measure. For 14 queries (“animal
control,” “aurora,” “bandwidth test,” “bank of america,” “bespelled,” “best buy,”
“canada,” “circuit city,” “hoffman,” “union station,” “walmart,” “weather,” “world
map,” and “yahoo”) we have both behavior-based and content-based implicit
relevance judgments for at least six people. Figure 6(b) shows that the same

ACM Transactions on Computer-Human Interaction, Vol. 17, No. 1, Article 4, Publication date: March 2010.

๏ Potential for personalization 

๏ smallest for click logs (behavior) 

๏ largest for desktop data (content)
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Potential for Personalization
๏ Mei and Church [7] make use of information theory to estimate  

how hard web search is and how much personalization helps  

๏ Data: Click log from the Microsoft Live search engine (now: Bing) 

๏ 18 months (until July 2007) 

๏ 193 M unique IP addresses (users) 

๏ 637 M unique queries 

๏ 585 M unique URLs

17

Query (e.g., fb), URL (e.g., http://www.fb.com), IP (e.g., 139.19.54.9)
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Entropy
๏ Entropy measures the degree of uncertainty of a random 

variable X, thereby characterizing the size of the search space  
 

๏ Example: Dice with six faces having uniform probability  
 

๏ Example: Dice with six faces; 1 has probability 0.8; others 0.04

18

H(X) = �
X

x

P [x ] log P [x ]

H(D) ⇡ 2.58 Size of search space: 6

H(D) ⇡ 1.19 Size of search space: 2.28
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Conditional Entropy
๏ Conditional entropy measures the remaining uncertainty of a 

random variable X given the value of another random variable Y  

๏ Example: Dice with six colored faces having uniform probability  
 
 
 
Consider N = {even, odd} and C = {black, white}

19

H(X|Y ) = H(X,Y )�H(Y )

1 2 3 4 5 6

H(N) = 1 H(C) ⇡ 0.92

H(N,C) ⇡ 1.46 H(N |C) ⇡ 0.54
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How Hard is Web Search?
๏ Given a click log, one can now estimate how hard search is as 
 

๏ Mei and Church [7] observe the following (conditional) entropies  
 
 

20

H(URL|Query)

H(URL|Query) ⇡ 3.5

H(Query) ⇡ 22.94H(URL,Query) ⇡ 26.41
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How Much does Personalization Help?
๏ Assuming that IPs correspond to individuals, we can estimate 

how much easier search becomes once the IP is known  
 
 
 

๏ Personalization reduces the size of the search space  
from about 11.31 to 2.39 (reflecting how many results 
users typically have to inspect)

21

H(URL|Query, IP) ⇡ 1.26

H(URL,Query, IP) ⇡ 31.67 H(Query, IP) ⇡ 30.41
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4. Link Analysis
๏ Search results can be personalized by computing a user-specific 

static score for every web page that reflects its importance  
relative to the user profile 

๏ Recap: PageRank (as part of the original Google search engine)  
operates on the web graph G(V, E) consisting of web pages (V)  
and hyperlinks (E) 
 
 

๏ PageRank models a random surfer who follows random 
hyperlink with probability (1 - ε) and jumps to random web 
page with probability ε

22

r(v) = (1� ✏)
X

(u,v)2E

r(u)

out(u)
+

✏

|V |
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PageRank
๏ PageRank scores correspond to the stationary state 

probabilities of an ergodic Markov chain with transition 
probability matrix P  
 
 
with matrix T capturing hyperlink following as 
 
 
 
and matrix J capturing random jumps as 
 
 
with random jump vector j as

23

P = (1� ✏)T + ✏J

Tij =

⇢
1/ out(i) : (i, j) 2 E

0 : otherwise

J =
⇥
1 . . . 1

⇤T ⇥ j

j =
⇥
1/|V | . . . 1/|V |

⇤
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Power-Iteration Method
๏ Power-iteration method to compute PageRank vectors 

๏ initialize 

๏ repeat 

๏ until convergence

24

⇡(0) =
⇥
1/|V | . . . 1/|V |

⇤

⇡(i) = ⇡(i�1) ⇥P

|⇡(i) � ⇡(i�1)| < �
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Personalized PageRank
๏ Haveliwala [5] proposed a topic-specific variant of PageRank  

that performs random jumps only to on-topic web pages  

๏ Let C ⊆ V be the web pages belonging to topic C (e.g., Sports), 
the random jump vector j is defined as 
 
 

๏ Web pages “closer” to on-topic web pages in C are favored  

๏ Personalized PageRank considers a set of user-specific  
favorite web pages F as random jump targets

25

ji =

⇢
1/|C| : i 2 C
0 : otherwise
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Personalized PageRank
๏ Computing and storing personalized PageRank scores for 

large numbers of users and/or web pages is prohibitive  

๏ Jeh and Widom [6] discovered the linearity of PageRank 
๏ Let j and j’ be two random jump vectors and π and π’ be the two 

corresponding PageRank vectors, then 
 
 

๏ One can thus select a small set of basis vectors, compute the 
corresponding PageRank vectors, and obtain user-specific 
PageRank scores as a linear combination of them

26

(↵⇡ + � ⇡0) = (↵⇡ + � ⇡0)⇥
⇣
(1� ✏)T+ ✏

⇥
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5. Query Expansion
๏ Chirita et al. [2] personalize search results by augmenting the 

query with terms selected from the user’s desktop  

๏ Local Desktop Analysis issues the query locally against  
the user’s desktop search engine and extracts terms from  
top-k pseudo-relevant documents, e.g., based on 
๏ term frequency (tf) or document frequency (df) (but not: tf.idf) 

๏ dispersion analysis (most frequent compounds: adjective? noun+)

27
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Query Expansion
๏ Global Desktop Analysis precomputes term co-occurrence  

scores by analyzing documents from the user’s desktop 
๏ cosine similarity 

๏ mutual information 

๏ Expansion terms for a query q are then determined as  
those having the highest aggregated score 

๏ Experiments show significant improvement over baseline (Google)  
for ambiguous queries; but deterioration for clear queries

28

score(a, b) =
df(a ^ b)p
df(a) · df(b)

score(a, b) = log

|D| · df(a ^ b)
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Y

v2q
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6. Retrieval Model
๏ Xue et al. [12] devise a language modeling approach to 

personalize results based on what users have viewed  

๏ Let Vi,t be documents that user i has viewed at time t, 
and let nw denote the current time period (e.g., day)  

๏ Short-term profile for user i is estimated based on what  
the user has viewed within the last time period

29

P
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v
�� ✓sti

⇤
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User Model
๏ Long-term profile for user i is estimated based on what  

the user has viewed within the last h time periods  
 
 
 
 
applying exponential temporal decay to give lower weight  
to what has been viewed longer ago 

๏ User language model is then estimated as
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Global Model
๏ Global language model for all users is obtained as  
 
 
 
with U as the set of all users

31

P [ v | ✓g ] =
1

|U |
X

i2U

P [ v | ✓i ]
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Group Model
๏ Users are grouped into clusters c1,…,ck based on the similarity 

of their user language models (e.g., using k-means with KLD) 

๏ Cluster language model for cluster c is estimated as  
 
 

๏ For query q issued by user i identify a single cluster c as  
 
 
 
and parameter ζ controlling fit of cluster to user and/or query

32

argmin
c

(⇣ KL(✓ik✓c) + (1� ⇣)KL(✓qk✓c))
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1

|c|
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Combining the Models
๏ Combined language model to rank documents is estimated as  
 
 
 
with smoothing parameters λ, γ, η controlling  
the influence of the query, user, group, and global model  

๏ Experiments based on click-through data from 1,000 users 
of MSN search engine (now: Bing) and 50/50 split of queries

33

P [ v | ✓ ] = � P [ v | ✓q ] + (1� �)


� P [ v | ✓i ] + (1� �)

h
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Table III. Performance on Test70 Using Different Personalized Schemas for
Web Pages Ranking

Model NDCG1 NDCG5 NDCG10 NDCG20 NDCG30
q 0.422 0.434 0.441 0.416 0.384
q + i 0.664 0.655 0.613 0.535 0.467
q + c 0.724 0.674 0.635 0.515 0.438
q + g 0.672 0.667 0.626 0.546 0.497
q + i + g 0.707 0.674 0.641 0.556 0.474
q + i + c 0.712 0.675 0.64 0.557 0.474
q + i + c + g 0.724 0.683 0.644 0.555 0.499

Table IV. Performance on Test30 Using Different Personalized Schemas for
Web Pages Ranking

Model NDCG1 NDCG5 NDCG10 NDCG20 NDCG30
q 0.462 0.416 0.409 0.391 0.375
q + i 0.622 0.619 0.587 0.513 0.463
q + c 0.663 0.621 0.573 0.509 0.451
q + g 0.654 0.6 0.562 0.515 0.45
q + i + g 0.663 0.617 0.577 0.507 0.451
q + i + c 0.663 0.621 0.582 0.509 0.448
q + i + c + g 0.673 0.625 0.592 0.52 0.472

them for each model on the Train70 dataset as shown in Table II. The details
for parameter selection are described in Section 5.6. These parameters are de-
termined for the optimal performance level for each model. Generally, for the
model (i + c + g ), Dirichlet interpolating is used to integrate the query model
and the user model, while µ in Equation (8) is set to 5. Jelinek-Mercer method
is taken as the interpolating method for combining different user models. β in
Equation (12), γ , and η in Equation (21) are set to 0.7, 0.6, and 0.5, respectively.
ρ is set to 0.4, 1,000 users are clustered into 20 clusters, and query-independent
cluster selection is applied.

5.5 Experimental Results

5.5.1 Overall Performance of Personalization. The performance of differ-
ent models is compared on two testing query datasets: Test70 and Test30. The
results are shown in Table III and IV. The row labeled with q is the baseline
performance and another row with i, c, or g is the performance of using the
different user models. Several observations can be made from these two tables:

1. On average, personalization by different profiling schemas performs bet-
ter than a query only on the two test sets. As an example of the measure-
ment of NDCG5, personalization using the information from individuals can
achieve 50.9% and 48.8% improvement over the baseline method on Test70
and Test30, respectively. The t-test is performed and the result shows that
the improvement is significant (P-value <0.0001). The result supports that
personalization can improve the search performance.

2. As shown in Tables III and IV, by interpolating the behaviors of individu-
als with that of group and global users (q + i + c + g ), the personalization

ACM Transactions on Information Systems, Vol. 27, No. 2, Article 11, Publication date: February 2009.
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7. Re-Ranking
๏ Matthijs and Radlinski [7] develop a browser plug-in that builds a 

(local) user profile which is then used to re-rank Google search  
results based on the information in their snippets  

๏ User profile based on viewed web pages includes 
๏ unigrams from full-text (body) and title 

๏ unigrams from meta-data fields (description and keywords) 

๏ extracted keywords and noun phrases 

๏ For each term v in the user profile, a tf.idf weight wtf.idf(v) 
is estimated with a document frequency from Google 

34
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Re-Ranking
๏ Given a query, the search results returned by Google are  

re-ranked taking into account the following factors 
๏ matching score between search result title and user profile  
 
 

๏ original rank in Google result (logarithmically damped)  
 
 

๏ number of previous visits to the URL 
 
 
with tunable parameter α

35

scoreM(r) =
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log
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Re-Ranking
๏ Re-ranking Google top-50 results based on   
 
 
improved nDCG from 0.502 to 0.573 (14%) 
in a user study with six users and 72 queries  

๏ While relatively simple the approach yields a significant 
improvement (p = 0.042) and can be implemented 
locally (i.e., without disclosing personal information) 

36

scoreM(r)⇥ scoreR(r)⇥ scoreV(r)
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Summary
๏ Search results are personalized to resolve ambiguity, localize 

them, or adapt them to the user’s traits or interests   

๏ Personalization can be achieved by leveraging different data 
sources including users traits, social media profiles, desktop 

๏ Privacy and filter bubble effects are serious concerns 
regarding personalized search – with differing opinions 

๏ Potential impact of personalization can be assessed through  
user studies or by observing their behavior at large scale 

๏ Personalization of search results can be achieved using different 
methods including link analysis, retrieval models, and re-ranking
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