Chapter 16: Entity Search
and Question Answering

Things, not Strings! -- Amit Singhal

It don ‘t mean a thing if it ain ‘¢ got that string!
-- Duke Ellington

(modified)
Bing, not Thing! -- anonymous

MS engineer
Search is King! -- Jurgen Geuter

aka. tante
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Goal: Semantic Search

Answer ,,knowledge gqueries*
(by researchers, journalists, market & media analysts, etc.):

Y Stones? Stones songs?
Y Dylan cover songs?

Ye African singers who covered Dylan songs?

* Politicians who are also scientists?

Y European composers who have won film music awards?

* Relationships between
Niels Bohr, Enrico Fermi, Richard Feynman, Edward Teller?
Max Planck, Angela Merkel, José Carreras, Dalai Lama?

% Enzymes that inhibit HIV?
Influenza drugs for teens with high blood pressure?
German philosophers influenced by William of Ockham?
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16.1 Entity Search

Input or output of search is entities (people, places, products, etc.)
or even entity-relationship structures

— Mmaore precise queries, more precise and concise answers

text input Entity Search
(keywords) Standard IR Keywords in Graphs
(16.1.2)
struct. input _
(entities, Entity Search Semantic \Web
SPO patterns) (16.1.1) Querying (16.1.3)
text output struct. output

(docs, passages) (entities, facts)
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16.1.1 Entity Search with Documents as Answers

Input: one or more entities of interest
and optionally: keywords, phrases

Output: documents that contain all (or most) of
the Input entities and the keywords/phrases

Typical pipeline:

1 Info Extraction: discover and mark up entities in docs

2 Indexing: build inverted list for each entity

3 Query Understanding: infer entities of interest from user input

4 Query Processing: process inverted lists for entities and keywords
5 Answer Ranking: scores by per-entity LM or PR/HITS or ...

IRDM WS2015 16-5



Entity Search

Entities

_afl Top trending entities

|5 Most frequent entities

Seremban

Seremban is the capital of the Malaysian state of Negeri
Sembilan, located within the district of Seremban, on ...

La Serena, Chile

Deportes La Serena

Club de Deportes La Serena S.AD.P. , is a Chilean
football club based in the city of La Serena, Coguimbo
Regi...

Serer people

The Serer people (also spelt"Sérére", "Sereet”,
"Serere", "Seereer' and sometimes wrongly "Serre") are
an Afr ..

Serenity (film)

Sereno Watson

Sereno VWatson (December 1, 1826 in East Windsor Hill,
Connecticut- March 9, 1892 in Cambridge,
Massachusetts) ...

Serengeti

The Serengeti ecosystem is a geographical region in
Aftica. Itis located in north Tanzania and extends to sou
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stics

About 39 documents
in0.08 secands

)5 Most frequent entities

ﬁ Angelique Kerber

B serena wiliams

Qi Steffi Grarf

= ~ustralian Open
m Grand Slam (tennis)
- Rod Laver Arena
© French Open

wond LS Open (tennis)
B Germany

g8 “onieszka Radwanska

_all Top trending entities

B Steffi Graf

ﬁ Angelique Kerber

H Serena Williams

= ~ustralian Open
m Grand Slam (tennis)
@ French Open

wond LS Open (tennis)
B Germany

M Roberta vinci

@ ~ncy Murray
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Entity Search Example

& Angelique Kerber

& Serena Williams x ih

'n

@ steffi Graf gy Angelique Kerer fl§ Serena williams

0000000000

0000000000

(B]8]c]
NEWS

[wemas Aires Heruld com

YWeek in pictures
BBRC Mews - Home - Sat Feb 06 01:02:39 CET 2016

. the first German to win a major singles title since Steffi Graf at the 1939 French Open. ... Nation. Image copyright
Jason Reed f Redters Image caption Germany's Angeligue Kerber stunned world number one Serena Williams in
three sets to ... Reuters Image caption Germany's Angeligue kKerber stunned world number one Serena Williams in
three sets to win her first tennis Grand Slam ..

Entities inthis article

—m=mh Nl B

Idris Elba

Syria Screen Beasts of Steffi

show less...

Fepublicar Colombia  Morocco Tough Jirn

Bodo: With Aussie Open in rearview, here are 10 things you might have missed
ESPM logo - Mon Feb 01 19:45:47 CET 2016

. hail down Grand Slam singles title Mo, 22 to tie Steffi Graf for the Open era record, she ensured this will be ..
order, which means Williams could be in position to break Graf s record at the 1ast major of the year, her ... who was
beaten by the ewventual champion, Mo. 7 seed Angelique Kerber . . of the Aussie Open by Zhang Shuai. Lukas
Coch/ERA If Serena Williams were to vanish from the game, Maria Sharapowva is the .. solution. 2. Mo calendar

Slarn, but perhaps a '"Channel Slam' Willlams did the game a great favor when she lostin ..
show mare...

Novak Djokovic solidifies grip on the top
BuenosAiresHerald.cor - Mon Feb 01 01:00:00 CET 2016

.. & night of celebrations after prolonging Williams' bid to equal Steffi Graf 5 record 22 majors in the Open era. ... in
Melbourne Park deciders ended in an upset [0ss to Angelique Kerber on Saturday night. ... Djokovic extended his

perfect streak to six in Australian finals, Serena Williams streak of 6-0 in Melbourne Park deciders ended in ..
shinuy mnre
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Entity Search Example

15 Most frequent entities

@ Anoelique Kerber

u Serena Wiliams

R Ster Grar

B Australian Open
ﬂ Grand Slam (tennis)
- Rod Laver Arena
@ French Open

wond US Open (tennis)
W Germany

# Agnieszka Radwanska

_all Top trending entities

i Ster Grar

a Angelique Kerber

@ serenawiliams

B Australian Open
m Grand Slam (tennis)
@© French Open

wad US Open (tennis)
R Germany

R Roberta vinci

@ ~ndy Murray

6000000000

0000600000

on o [CIEE{: D

Australian Open: Controlling long rallies and keeping errors in check, Angelique Kerber
conquers Mt. Williams

Firstpost- SunJan 31 06:28:33 CET 2016

Australian Open : Controlling long rallies and keeping errors in check, Angeligue Kerber conguers Mt Williams.
Australian Open : Controlling long rallies and keeping errors in check, Angelique Kerber conguers Mt Williams by
Anand Datla Jan 31, 2016 10:58 15T #Angelique Kerber #australian Open  #Australian Open 2016
#nhtyOpinion  #Melbourne Park  #3erena Wiliams #5teffi Graf #Tennis  God, they say, is in the details.
Angeligue Kerber discovered on Saturday that if you carried your conviction to court and kept the faith in yourself, it
i possible to scale a new peak, even if it meant getting past a mountain called Serena Williams . Kerber stuck to her
game plan with a maonk like focus to overcome Serena and earn the Australian Open title. Serena is no stranger to
formidable German opponents. She was all of 17 when she inflicted a three set defeat on Steffi Graf for the Indian
YWWells title nearly seventeen summers ago. Itwas in the lead up to the French Openin 1989 which was to be the
22nd and last grand slam title of the legendary German's immense career. On Saturday, Williams was ot the
Australian Open , clearly focused on emulating the great German's collection of grand slam trophies. Angelique
Kerber stunned Serena Williams in Melbourne. Getty But there was a supposedly innocuous German across the net

defending Steffi 's fortress of greatness. At 28, she had finally, -~ o =S mmemm st e et for the
first time in hier 14 years on the tour. And she was facing one | Andre Agassi nas ever
known, a woman who had lost just four of 25 major finals. Naty Andre Kirk Agassiis an ierena .
The Sun in Australia was believed to have printed their back g American retired in. The

professional tennis player

great American was brutally efficient on her way to the final — and Tormer World nal, losing
a grand total of just 26 games. On the other hand, Kerber wag the wery
first round before battling her way back to emerge an unlikely a " said
the elated German, as she prepared for the biggest match of | g u w st final,
and try to heat Serena | of course, as well. | must play my best P comes at

the right moment,” added Kerter , who spent a few days hitting with Steffi at the Agassi ‘s Las vegas home in March
last year. Waorking briefly with her idol and soaking in Steffi's thoughts have obviously filled Kerber with a new air of
positivity. "1 think I'm ready for it because | have a lot of experience the last few years. | beat top players. | am a top
player now." But this was a grand slam final and Kerber , despite all her confidence, may have walked out feeling
WEMY NErvOLS against the one of the most formidable opponents tennis may have ever known. Surprisingly, like a
woman who woke up on the wrong side of the bed, Serena was all over the place in the first set. The warld Mo.1
made 23 unforced errors in an edgy first set, helping Kerber settle down inside the imposing environs of the Fod
Laver Arena . The German kept her end of the net steady, making just three errors, as she took advantage of her
opponent's sloppy start. Williams though is an intimidating opponent — her guttural screams, the intensity in her eyes
and the power behind her shots have forced many an opponent into meek submission, from a position of advantage.
Just ask viktoria Azarenka . When she gathered herself to take the second set, the momenturn was firmly back in her
corner. After being 12-23 in the first set, Serena had 16 winners to 5 unforced errors in the second set, a much-
improved effort. It felt for a moment that the bout may have ended, with Serena set to assert herself. After all, the 34
year old player had never lost the third set of a grand slam final (3-0) and won every final that she reached in
Melbourne (6-07. Till Satruday, 30 January 2016, that is. Kerber though, seemed to have acquired nerves of steel on
her way to the final. She was threading the needle in the second game, passing Serena at will to strike first in the
final set for a 2-0 lead. Serena summoned her willpower to reel Kerber back immediately to draw level at 2-2. also
sEe

Entities in this article

GEL

Serena Angeliqgue Australian Steffi Andre Australia Agnieszka  Indian Yictoria French
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Entity Search: Query Understanding

User types names — system needs to map them entities (in real-time)
Task:
given an input prefix e4 ... e, X with entities e; and string X,
compute short list of auto-completion suggestions for entity e, , 1

Determine candidates e for )1 by partial matching (with indexes)
against dictionary of entity alias names

Estimate for each candidate e (using precomputed statistics):
« similarity (x, e) by string matching (e.g. n-grams)

« popularity (e) by occurrence frequency in corpus (or KG)
* relatedness (g;, €) for iI=1..k by co-occurrence frequency

Rank and shortlist candidates e for ey, by
o similarity (x,e) + B popularity(e) + vy ;-1 | relatedness(e;,e)
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Entity Search: Answer Ranking

[Nie et al.. WWW’07, Kasneci et al.; ICDE08, Balog et al. 2012]
Construct language models for queries g and answers a

score(a,q) = AP[q|a]+(1- 1) P[q] ~ KL(LM (q) | LM (a))
with smoothing

g is entity, a is doc — build LM(q): distr. on terms, by
 use IE methods to mark entities in text corpus

* associate entity with terms in docs (or doc windows) where it occurs
(weighted with IE confidence)

. B ) g &
= = = — O = ==
=B Eaml= =

LM(-):;%é

g Is keywords, a Is entity — analogous
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Entity Search: Answer Ranking by Link Analysis

[A. Balmin et al. 2004, Nie et al. 2005, Chakrabarti 2007, J. Stoyanovich 2007]

EntityAuthority (ObjectRank, PopRank, HubRank, EVA, etc.):
» define authority transfer graph
among entities and pages with edges:
* entity — page If entity appears in page
* page — entity If entity is extracted from page
 pagel — page?2 if hyperlink or implicit link between pages
« entityl — entity2 if semantic relation between entities (from KG)
» edges can be typed and weighed by confidence and type-importance
« compared to standard Web graph, Entity-Relationship (ER) graphs
of this kind have higher variation of edge weights
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PR/HITS-style Ranking of Entities
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16.1.2 Entity Search with Keywords in Graph
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Entity Search with Keywords in Graph
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Entity Search with Keywords in Graph
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Keyword Search on ER Graphs

[BANKS, Discover, DBExplorer, KUPS, SphereSearch, BLINKS, NAGA, ...]

Schema-agnostic keyword search over database tables (or ER-style KG):
graph of tuples with foreign-key relationships as edges

Example:

Conferences (Cld, Title, Location, Year) Journals (J1d, Title)

CPublications (Pld, Title, Cld) JPublications (Pld, Title, Vol, No, Year)
Authors (Pld, Person) Editors (Cld, Person)

Select * From * Where * Contains ”Aggarwal, Zaki, mining, knowledge* And Year > 2005

Result Is connected tree with nodes that contain
as many query keywords as possible

Ranking: 1
stree,q)=a- . ...~ nodeScore(n,q) + (1—a)-(1+ Zedges , edgeScore (e))

with nodeScore based on tf*idf or prob. IR
and edgeScore reflecting importance of relationships (or confidence, authority, etc.)

Top-k querying: compute best trees, e.g. Steiner trees (NP-hard)
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Ranking by Group Steiner Trees

Answer is connected tree with nodes that contain
as many query keywords as possible

Group Steiner tree:

« match individual keywords — terminal nodes, grouped by keyword

e compute tree that connects at least one terminal node per keyword
and has best total edge weight

for query: xwy z
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16.1.3 Semantic Web Querying
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Semantic Web Data: Schema-free RDF

SPO triples (statements, facts):

(EnnioMorricone, bornin, Rome) (uril, hasName, EnnioMorricone)
(Rome, locatedIn, Italy) (uril, bornin, uri2)
(JavierNavarrete, birthPlace, Teruel) (uri2, hasName, Rome)

(Teruel, locatedIn, Spain) (uri2, locatedIn, uri3)

(EnnioMorricone, composed, 1°Arena)
(JavierNavarrete, composerOf, aTale)

bornin (EnnioMorricone, Rome) locatedIn(Rome, Italy)
' ' Rome Rome |} m
IEnnloMorrlcone IW I I I locatedIn
[Rome }——{ciy_

« SPO triples: Subject — Property/Predicate — Object/Value)

* pay-as-you-go: schema-agnostic or schema later

* RDF triples form fine-grained Entity-Relationship (ER) graph
« popular for Linked Open Data

e open-source engines: Jena, Virtuoso, GraphDB, RDF-3X, etc.
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Semantic Web Querying: SPARQL Language

Conjunctive combinations of SPO triple patterns
(triples with S,P,O replaced by variable(s))

Select ?p, ?c Where {

?p instanceOf Composer .

?p bornin ?t. ?t inCountry ?c . ?c locatedIn Europe .
?p hasWon ?a .?a Name AcademyAward . }

Semantics:

return all bindings to variables that match all triple patterns
(subgraphs in RDF graph that are isomorphic to query graph)

+ filter predicates, duplicate handling, RDFS types, etc.

Select Distinct ?c Where {
?p instanceOf Composer .

?p bornin ?t . ?t inCountry ?c . ?c locatedIn Europe .
?p hasWon ?a .?a Name ?n .

?p bornOn ?b . Filter (?b > 1945) . Filter(regex(?n, “Academy*) . }
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Querying the Structured Web

Structure but no schema: SPARQL well suited flexible
subgraph
wildcards for properties (relaxed joins): matching

Select ?p, ?c Where {
?p instanceOf Composer .
2p?rl?t. ?t?r2 ?c. ?cisa Country . ?c locatedin Europe . }

Extension: transitive paths [K. Anyanwu et al.: WWW*07]
Select ?p, ?c Where {
?p instanceOf Composer .
?p ??r ?c . ?c isa Country . ?c locatedIn Europe .
PathFilter(cost(??r) <5) .
PathFilter (containsAny(??r,?t) . ?tisa City . }

Extension: regular expressions [G. Kasneci et al.: ICDE‘08]
Select ?p, ?c Where {
?p instanceOf Composer .
?p (bornin | livesin | citizenOf) locatedIn* Europe . }
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Querying Facts & Text
Problem: not everything is in RDF ﬂ@ Py \\\}m"/ﬁ

 Consider descriptions/witnesses

of SPO facts (e.g. IE sources) triples match struct. predicates

* Allow .tEXt predicates with witnesses match text predlcates
each triple pattern Ll et L

\ sz

I.ummm

Semantics:

European composers who have won the Oscar,
whose music appeared in dramatic western scenes,

and who also wrote classical pieces ? Research issues:
Select ?p Where { * Indexing :
?p instanceOf Composer . * Query processing

?p bornln ?t. 2t inCountry ?c . ?c locatedIn Europe . * Answer ranking
?p hasWon ?a .?a Name AcademyAward .

?p contributedTo ?movie [western, gunfight, duel, sunset] .

?p composed ?music [classical, orchestra, cantata, opera] . }
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16.2 Entity Linking (aka. NERD)

’\:_1 E L
a5

was better than Brad and Ken.

":‘ ‘:—'4’ ‘ ENKE
"Bl Y
=~ Lowmrey 5 - : PR —th ) -
™ $2,900 I Bliszees1 0 Bl ss.400 I‘:
Len I WATSON i 2 B
L. ] ':. ‘4 ll. _ l
il Ed ¢ a8 ,

IRDM WS2015 e —

16-23



Named Entity Recognition & Disambiguation (NERD)

/_\
Victoria}ind[her husband,][Bec’:ksJare both celebrities.

Th former[spice girl,]aka. ﬁDO h Spice,]travels E)own Under. ]

7 _—

Victoria LVictoria Queen | |David Becks || Australia | |Australia Fashiow

Beckham | (Australia)| [Victoria | [Beckham| |beer (movie) [|Down
Under

Three NLP tasks:

1) named-entity detection: segment & label by HMM or CRF
(e.g. Stanford NER tagger)

2) co-reference resolution: link to preceding NP
(trained classifier over linguistic features)

3) named-entity disambiguation (NED):
map each mention (name) to canonical entity (entry in KB)

tasks 1 and 3 together: NERD
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Named Entity Disambiguation (NED)

HHIIHl

about
is on(Bobs=
Desire. contextual similarity:
It is played in mention vs. Entity

[ the film with (bag-of-words,
(Washington.) language model)

prior popularity
of name-entity pairs
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Named Entity Disambiguation (NED)

Coherence of entity pairs:
« semantic relationships

» shared types (categories)

« overlap of Wikipedia links

IIHIIH.

—
a
i

i

about

ison

Desire.

It is played in
the film with
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Named Entity Disambiguation (NED)

Coherence: (partial) overlap
of (statistically weighted)

entity-specific keyphrases
‘ @ —_facism protest song
‘ === boxing champion
\__4 wrong conviction

)\

racism victim

A HHIIHl

about middleweight boxing
ison nickname Hurricane
. falsely convicted
Desire. ¢
It is played in Grammy Award winner
i i protest song writer
the film with film music composer

civil rights advocate

1/

Academy Award winner
African-American actor
Cry for Freedom film
Hurricane film
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Named Entity Disambiguation (NED)

?Sb::tB prowdes building blocks:

name-entity dictionary,

De.5|re. . relationships, types,
It is played in « text descriptions, keyphrases,
the film with

statistics for weights
\

“"\
A

NED algorithms compute
mention-to-entity mapping

over weighted graph of candidates

by popularity & similarity & coherence
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Joint Mapping of Mentions to Entities

[ = 50

3

30
90 80

[ 5 30

 Build mention-entity graph or joint-inference factor graph
from knowledge and statistics in KB

« Compute high-likelihood mapping (ML or MAP) or
dense subgraph such that:
each m is connected to exactly one e (or at most one e)
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Joint Mapping: Prob. Factor Graph

20

100

30
90

Collective Learning with Probabilistic Factor Graphs
[Chakrabarti et al.. KDD’09]:

* model P[m|e] by similarity and P[el|e2] by coherence

e consider likelihood of P[m1 ... mk | e1 ... ek]

« factorize by all m-e pairs and el-e2 pairs

« MAP inference: use MCMC, hill-climbing, LP etc. for solution
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Joint Mapping: Dense Subgraph

Compute dense subgraph such that:

each m is connected to exactly one e (or at most one e)
NP-hard — approximation algorithms
Alt.: feature engineering for similarity-only method

[Bunescu/Pasca 2006, Cucerzan 2007,
Milne/Witten 2008, Ferragina et al. 2010 ... ]
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Coherence Graph Algoritnm 5T,
[ml
m2
e
(4

« Compute dense subgraph to
maximize min weighted degree among entity nodes
such that:
each m is connected to exactly one e (or at most one e)
« Approx. algorithms (greedy, randomized, ...), hash sketches, ...
« 82% precision on CoNLL‘03 benchmark
* Open-source software & online service AIDA

IRDM WS2015 http://www.mpi-inf.mpg.de/yago-naga/aida/ 16
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Greedy Algorithm for Dense Subgraph

« Compute dense subgraph to
maximize min weighted degree among entity nodes
such that:
each m Is connected to exactly one e (or at most one e)
 Greedy approximation:
Iteratively remove weakest entity and its edges
 Keep alternative solutions, then use local/randomized search
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Greedy Algorithm for Dense Subgraph

« Compute dense subgraph to
maximize min weighted degree among entity nodes
such that:
each m Is connected to exactly one e (or at most one e)
 Greedy approximation:
Iteratively remove weakest entity and its edges
 Keep alternative solutions, then use local/randomized search
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Greedy Algorithm for Dense Subgraph
|

« Compute dense subgraph to
maximize min weighted degree among entity nodes
such that:
each m Is connected to exactly one e (or at most one e)
» Greedy approximation:
Iteratively remove weakest entity and its edges
 Keep alternative solutions, then use local/randomized search
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Greedy Algorithm for Dense Subgraph

S S

210

« Compute dense subgraph to
maximize min weighted degree among entity nodes
such that:
each m Is connected to exactly one e (or at most one e)
» Greedy approximation:
Iteratively remove weakest entity and its edges
 Keep alternative solutions, then use local/randomized search

IRDM WS2015
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Random Walks Algorithm

A

« for each mention run random walks with restart

(like Personalized PageRank with jumps to start mention(s))
* rank candidate entities by stationary visiting probability
« very efficient, decent accuracy
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Integer Linear Programming

* mentions m,

* entities e,

* similarity sim(cxt(m;),cxt(e,))
* coherence coh(e,.€,)

* similarity sim(cxt(m;),cxt(m;))

* 0-1 decision variables: X;, = 1 if m; denotes e,, 0 else

Z;; = 1 if m; and m; denote same entity
* objective function:

o, 2 sim (cxt(ml-), cxt(ep)) X, +a z coh(e,, e,)Xi,Xjq
ip ypq

+ay E sim(cxt(mi),cxt(mj))ziq
ij
e constraints:

forall 1,p,q: X;p + X;g < 1 for all 1,j,k:

for all i,j,p: Z; = Xy + X — 1 A=Z)+(1-Zjy) =2 (A —Zy)
. lR.DM WS2015 16-38



Coherence-aware Feature Engineering

[Cucerzan: EMNLP07; Milne/Witten: CIKM ‘08, Ferragina et al.: CIKM‘10]

[ — =
(m < |
, . |

| \ influence in %

1\: context(m) '
—~ weighed by %
coherence (e,g; ) %
& popularity(e; )
* Avoid explicit coherence computation by turning
other mentions¢ candidate entities into features
 sim (m,e) uses these features in context(m)

« special case: consider only unambiguous mentions
or high-confidence entities (in proximity of m)

i

@D

—




Mention-Entity Popularity Weights

[Milne/Witten 2008, Spitkovsky/Chang 2012]

Need dictionary with entities‘ names:
« full names: Arnold Alois Schwarzenegger, Los Angeles, Microsoft Corp.
* short names: Arnold, Arnie, Mr. Schwarzenegger, New York, Microsoft, ...
* nicknames & aliases: Terminator, City of Angels, Evil Empire, ...
e acronyms: LA, UCLA, MS, MSFT
* role names: the Austrian action hero, Californian governor, CEO of MS, ...

plus gender info (useful for resolving pronouns in context):
Bill and Melinda met at MS. They fell in love and he kissed her.

Collect hyperlink anchor-text / link-target pairs from
» Wikipedia redirects
 Wikipedia links between articles
* Interwiki links between Wikipedia editions
» Web links pointing to Wikipedia articles

Build statistics to estimate P[entity | name]
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Mention-Entity Similarity Edges

Precompute characteristic keyphrases q for each entity e:
anchor texts or noun phrases in e page with high PMI:

freq(q,e)
freq(q) freq(e)

Match keyphrase g of candidate e in context of mention m

“racism protest song*

weight(q,e) = log

: 1+y
#matching words ZWecover(q) weight(w| e)

length of cover(q) Zqu weight(w | e)

score(g|e) ~

Extent of partial matches  Weight of matched words

. anc(Hurricane)areI protest texts of songslthat he wrote agains..

Compute overall similarity of context(m) and candidate e

score(e|m) ~ > _score(q) dist(cover(q), m)~“

gekeyphrases (e)
In context (m)
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Entity-Entity Coherence Edges

Precompute overlap of incoming links for entities el and e2

log max(in(el, e2)) —log(in(el) nin(e2))

mw-coh(el,e2)~1- — :
log | E | —log min(in(el), in(e2))

Alternatively compute overlap of anchor texts for el and e2
Ingrams(el) ~ ngrams(e2)|

ngram- coh(el,e2)~
9 (e1.€2) Ingrams(el) U ngrams(e2)|

or overlap of keyphrases, or similarity of bag-of-words, or ...

Optionally combine with type distance of el and e2
(e.g., Jaccard index for type instances)

For special types of el and e2 (locations, people, etc.)
use spatial or temporal distance

IRDM WS2015
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NERD Online Tools

J. Hoffart et al.. EMNLP 2011, VLDB 2011
http://mpi-inf.mpg.de/yago-naga/aida/

P. Ferragina, U. Scaella: CIKM 2010
http://tagme.di.unipi.it/

R. Isele, C. Bizer: VLDB 2012
http://spotlight.dbpedia.org/demo/index.html

Reuters Open Calais: http://viewer.opencalais.com/

Alchemy API: http://www.alchemyapi.com/api/demo.html

S. Kulkarni, A. Singh, G. Ramakrishnan, S. Chakrabarti: KDD 2009
http://www.cse.iitb.ac.in/soumen/doc/CSAW/

D. Milne, 1. Witten: CIKM 2008
http://wikipedia-miner.cms.waikato.ac.nz/demos/annotate/

L. Ratinov, D. Roth, D. Downey, M. Anderson: ACL 2011
http://cogcomp.cs.illinois.edu/page/demo_view/Wikifier

D. Ceccarelli, C. Lucchese,S. Orlando, R. Perego, S. Trani. CIKM 2013
http://dexter.isti.cnr.it/demo/

A. Moro, A. Raganato, R. Navigli. TACL 2014

http://babelfy.org

some use Stanford NER tagger for detecting mentions
http://nlp.stanford.edu/software/CRF-NER.shtml

IRDM WS2015
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NERD at Work

https://gate.d5.mpi-inf.mpq.de/webaida/

Hurricane, a protest song about Carter, is on Bob's Desire.
Scarlet plays the violin on this piece. In the movie, Washington plays the boxer.

Disambiguate

Input Type: TEXT Overall runtime:33 sec(s)

Hurricane| [Hurricane (Bob Dylan song)], a protest song about [carter] [Rubin Carter], iS on [Bob| [Bob Dylan]'s
Desire| [Desire (Bob Dylan album]]. [Scarlet| [Scarlet Rivera] plays the violin on this piece. In the movie,
washington| [Denzel Washington] plays the boxer.

‘ Run Information Graph ‘ Remaoval Steps

» 0! Hurricane
| » 32: Carter
E 46: Bob

» 52: Desire

» 62: Scarlet
IRDM WS2015 v 116: Washington



https://gate.d5.mpi-inf.mpg.de/webaida/

NERD at Work

https://gate.d5.mpi-inf.mpq.de/webaida/

Disambiguation Method: F

»

Hurricane, a protest song about Carter, is on Bob's Desire.

Scarlet plays the violin on this piece. In the movie, Washington plays the boxer.
Priar-Similarity-Coherence balancing ratio: Disa mbiguate

prior ¥S. sim. balance = 013 (prior+sim.) ¥S. coh. halance 0.71

- L e

Amnbiguity de 10
( ﬁ ) Input Type: TEXT Overall runtime:33 sec(s)

Coherence robustness test threshaold: 0.9

Hurricane| [Hurricane (Bob Dylan song)], @ protest song about [carter] [Rubin Carter], is on [Bob Dylan]'s
Entities Type Filters: Desire| [Desire (Bob Dylan albumi]. [Scarlet| [Scarlet Rivera] plays the violin on this piece. In the movie,
[ ‘ [washington| [Denzel Washington] plays the boxer.

Mention Extraction:

Stanford NER Manual

“You can manually tag the mentions by putting them between [[ and ]). HTML Tables are automatcially Candidate Entity ME Similarity weighted Degree WEI?.Z:zVDEEng,r::?:aThEH C::Tii;:::d

dizambigusted in the manual mode. -_—__—

Fast Mode: InfoJosCorter 00 0.32810509271165%  0.3281050927116586 13 Show
DSyt 000GSISSTSESOTIS0CTIOMG0NOS DATISHOSZIEOROSE e craw
fobulcaterascbal) 00 oisesoesolevsess oissscermuenseel  or sw
bfoVieeCaer  ALOSSSSSSTOTGGME-0AZGIBIONISHS  DAGISSIONESHS o | chow
Info Jay-Z D.00730218654460134  0,12814442111932083  0.011735882716700024 137 ] Show
Info Carter Ellott 00 0.1118453610679272  D.1118463610679272 47  Show
Infolange Cartr 00 0.110008642052524  0.10008842052524 55 | Show
Info Steve Carter (basebal) 00 0.1005279520803817  D.1005279520803517 45  Show
Info Chris Carter (right-handed hitter) 0.0 0.09913125895246221  0.09913125A99246221 50 Shaw
Info prnold Carter 0.0 0.096238324B8634608 (0.09623832438634608 42 Show
InfoHowie Carter 0.0 D.095754707D4689610 (0.09575470704609518 40 Show
Info Chis Carter (lsft-handed hitter) 3.774760610865208E~4 0.09537976696432067  0.09537978696432067 45 Show
Info Nick Corter (basebal) 00 0.09167177180852937 D0.09167177180852937 39 Show
InfoSolCarter 00 0.09135162031121434 D.09135182831121434 33 show
Info Helena fonhem Carter  B.5903791567351834 0.09124507304617609  0.09124507304617609 63 Show
Infp Benny Carter  0.001310040383999477 0.03089849194529637 0.09089849194529637 57 | show
Info Joff Carter (pitcher 0.0 D.090745593R9BSSES3  0.0907455933%S553 40 Show
s oo s

IRDM WS2015 Info Ron Carter 0,006379365396260004 0,08444139387442567  0,010422100122627302 o A
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NERD at Work

https://gate.d5.mpi-inf.mpq.de/webaida/

Disambiguation Method:

Disambiguate

Prior-Similarity-Coherence balancing ratio:

prior V3. sim. balance = 0.4 (prior+sim.) VS. coh. balance 0.6

a =

Ambiguity degree 5

Input Type:TEXT Overall runtime:1812 ms

Coherence robustness test threshold: 0.9 Brunol [Bruno Coulais] wrote the score for Himalayal [Himalaya

{film)].

Coherence Measure:

MilneWitten ~

Entities Type Filters:

Mention Extraction:
Stanford NER » 26: Himalaya
You can manually tag the mentions by putting them between [[ and ]]. HTML Tables are automatcially

disambiguated in the manual mode

Fast Mode:
Types tag cloud Focused Types tag cloud

16-46
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NERD on Tables

AlDy
File Edit Ve istal ookmarl apBoo 00 &
[] AIDA Wieb interface +
! (' > [ [ mpg.de | https:/fdigate.aga.mpi-sb.mpg.defwebaidarmif ’:ﬁf x ‘e] Ig:.' Googls

Disambiguation NMethod:

Parameters: (default should be OK)

Prior-Similarity-Coherence balancing ratio:

Input Type:TABLE Overall | ‘ Removal Steps \
runtime:2m, 34s, 101ms

prior VS. sim. balance = 0.4 ndidate Entity ME Similarity \

{prior+sim.) VS. coh. balance 0.6 0 06842679372431546 1.5
I

. . 0.012022359121799974 1.1

10
[Steve Jobs]Steve o 1o

CAharanca rakiictnace tack thrachald: 0.023735824542968693 1.0

Mention Extraction: [Apple Inc.]Mad —
| e

Stanford NER [ Manual [Dennis Ritchie]Benmis R

0.08034068526592103 0.6

0.03747041730116862 0.6

0.11896368017112827 0.5

Ambiauity degree 5

You can manually tag the mentions by putting them £ [Q]l

are automatcially disambiguated in the manual mode
[Richard Stallman]Richard

i J|[B 7 U | E==HE|rF —=
| - [GNU Core Utllltlesl-
% <2 @& @ @8 A5 E =9 ¢

(O ) 2 | ¥

Steve Mac

Dennis C
Richard GNU

IRDM WS2015
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General Word Sense Disambiguation (WSD)

Verb

Which

{songwriter,
composer}

song writers

covered

ballads

{cover, perform}

{cover, report, treat}

{cover, help out}

TR
@SN X T
G2 - J

SREF -k
+ a3
F R
Y E pNED

1

written by ]

the[Stones

IRDM WS2015
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a

%

—®

— -
FoSCEERcwn==ay 14, 2013

S (w) cover (provide with a covering or cause to be covered
handkerchief” “cover the child with a blanket” "coverthe
S vy cover, spread over (form a cover over) “The orass coy
S (w) cover, continue, extend (span an interval of distance, s
axfendad ovar five years” “The period covarad the fum of
extends over the hills on the hornzon™ "This farm covers sc
Archipelago continues for another 500 miles”

S (w) cover (provide for) “The granf doesn'f cover my salan
S (w) cover, treat, handle, plow, deal, address (act on verbal
exprassion) “This book deals with incest” “The course cov
Civilizafion™ “The new book freals the histons of China”

S (vl embrace, encompass, comprehend, cover (include in
something broader; have as one's sphere or territory) “This
widle range of people from different backgrounds™ "this she
aroup”

S (v) traverse, track, cover, Cross, pass over, get over, get a
across (travel across or pass over) “The caravan covered s
S (w) report, cover (be responsible for reporting the details ¢
reportad on China in the 1850's", “The cub reporier covers
S (w) cover (hold within range of an aimed firearm)

S (w) cover (to take an action to protect against future prokle
{he drawer twice just to cover yvourself”

S (w) cover, cover up (hide from views or knowledge) “The P,
that he hugged the offices in the While House”

S (w) cover (protect or defend (a position in a game)) “he o
S (v} cover (maintain a check on; especially by patralling) ™
the fop floor”

S (w) cover, insure, undenarite (protect by insurance) “The i
S {v) cover, compensate, overcompensate (make up for sh
inferiority by exaggerating good qualities) “he Is compensa
S (v) cover (invest with a large or excessive amount of som:
herself with glon”

S (vl cover (help out by taking someaone's place and tempar
responsibilities) “She is covering for our secrefany who is i)
S (w) cover (be sufficient to meet, defray, or offset the charge
to coverthe check?"

S (w) cover (spread over a surface to conceal or protect) “T,
S (v) shroud, enshroud, hide, cover (cover as if with a shrou
chvilization are shrouded In mystens”

S (w) breed, cover (copulate with a female, used especially
covers the mara”

S (w) overlay, cover (put something on top of something else
of grawy”

S (w) cover (play a higher card than the one previously playe
S (v) cover (be responsible for guarding an opponentina g
S (w) brood, hatch, cover, incubate (sit on (eqgs)) “Birds bro
fhe eggs” 16-48

S (w) cover, wrap up (clothe, as if for protection from the eler




NERD Challenges

High-throughput NERD: semantic indexing
Low-latency NERD: speed-reading
popular vs. long-tail entities, general vs.specific domain

Short and difficult texts:

queries — example: “Borussia victory over Bayern*
tweets, headlines, etc.
fictional texts: novels, song lyrics, TV sitcoms, etc.

Handle long-tail and newly emerging entities

General WSD for classes, relations, general concepts
for Web tables, lists, questions, dialogs, summarization, ...

Leverage deep-parsing features & semantic typing

example: Page played Kashmir on his Gibson

sub ob L od

IRDM WS2015
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16.3 Natural Language Question Answering

Six honest men

| have six honest serving men

They taught me all 1 knew.
Thelr names are What and Where and When

and Why and How and Who.

Rudyard Kipling ‘ e
(1865-1936) from ,,The Elephant‘s Child* (1900)
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Question Answering (QA)

Different kinds of questions:

« Factoid questions:
Where is the Louvre located?
Which metro line goes to the Louvre?
Who composed Knockin® on Heaven‘s Door?
Which is the highest waterfall on Iceland?

 List questions:
Which museums are there in Paris?
Which love songs did Bob Dylan write
Which impressive waterfalls does Iceland have?

« Relationship questions:
Which Bob Dylan songs were used in movies?
Who covered Bob Dylan? Who performed songs written by Bob Dylan?

« How-to questions:
How do I get from Paris Est to the Louvre?
How do I stop pop-up ads in Mozilla?
How do | cross a turbulent river on a wilderness hike?
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QA System Architecture

1 Classify question: Who, When, Where, ...
Where is the Louvre located?

2 Generate web gquery/queries: informative phrases (with expansion)
Louvre; Louvre location; Louvre address;

3 Retrieve passages: short (var-length) text snippets from results
... The Louvre Museum is at Musée du Louvre, 75058 Paris Cedex 01 ...
... The Louvre Is located not far from the Seine. The Seine divides Paris ...
... The Louvre Is in the heart of Paris. It is the most impressive museum ...
... The Louvre can only be compared to the Eremitage in St. Petersburg ...

4 Extract candidate answers (e.g. noun phrases near query words)
Museée du Louvre, Seine, Paris, St. Petersburg, museum, ...

5 Aggregate candidates over all passages

6 Rank candidates: using passage LM‘s
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Deep Question Answering

This town is known as "Sin City" & its
downtown is "Glitter Gulch"
Q: Sin City ?
— movie, graphical novel, nickname for city, ...
A: Vegas ? Strip ?
— Vega (star), Suzanne Vega, Vincent Vega, Las Vegas, ...
— comic strip, striptease, Las Vegas Strip, ...

This American city has two airports ag
named after a war hero and a WW Il battle =3 DB-p\E-dia
- AT -
question knowledge P if
classification & :» back-ends % ‘.' »
decompositi S NS
position S oS
- /

D. Ferrucci et al.: Building Watson. Al Magazine, Fall 2010.
IBM Journal of R&D 56(3/4), 2012: This is Watson.
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More Jeopardy! Questions

24-Dec-2014: http://www.|-archive.com/showgame.php?game id=4761
Categories: Alexander the Great, Santa‘s Reindeer Party,
Making Some Coin, TV Roommates, The ,,NFL*

Alexander the Great was born in 356 B.C. to
King Philip 11 & Queen Olympias of this kingdom
(Macedonia)
Against an Indian army in 326 B.C., Alexander faced these beasts,
including the one ridden by King Porus
(elephants)

In 2000 this Shoshone woman first graced our golden dollar coin
(Sacagawea)
When her retirement home burned down in this series,
Sophia moved in with her daughter Dorothy and Rose & Blanche
(The Golden Girls)

Double-winged ""mythical’ insect
(dragonfly)
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Difficult of Jeopardy! Questions

""".ﬁf""i""‘"’ fﬂ,ﬂc’rinﬂ‘&q..
&

n
g

Precision
[
=

0% 10%  20%  30%  40%  50%  60%  70%  80%  90%  100%
9% Answered

Figure 2

Incremental progress in answering precision on the Jeopardy! challenge: June 2007 to November 2011.

IRDM WS2015

Source: IBM Journal of R&D 56(3-4), 2012
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Question Analysis

Train a classifier for the semantic answer type
and process questions by their type

6.00% | S— e

5.00%
4.00% |

3.00% -

2.00% -

1.00% {

_ _ AREERE
t&‘%a@& é"’@‘&“&ﬁ&&@ ""Q e oﬁ&b@e “§6@@é§ @;&Q@éﬁﬁéﬁ&l

0.00%

Distribution of the 30 most frequent lexical answer types in 20,000 Jeopardy! questions.

Source: IBM Journal of R&D 56(3-4), 2012
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uestion Analysis

Train more classifiers

Source:

IBM Journal of R&D 56(3-4), 2012

IRDM WS2015

i ass Description Exampile questions {corvect answer) Fregquency
)
DEFINITION A question that COMNSTRUCTIOM: It can be the slope of a roof, or 142
contains a the gunk used to waterproof it. (Answer: “pitch™)
definition of the CONSTRUCTION; The name of this large beam that
answer supports the joists literally means "something that
encircles”. (Answer; “a girder”)
CATEGORY - The answer has a FORMER STATE GOVERNORS: Nelson A. 72
RELATION semantic relation to  Rockefeller. (Answer: “New York™)
the question, where COUNTRIES BY NEWSPAPER: Haaretz, Yedioth
the relation is Ahronoth, {Answer: “[srael™)
specified in the
category
FITB A fill-in-the-blank  COMPLETE IT; Attributed to Lincoln: "The s ER
question asks for stronger than the bullet." {Answer: “ballot™)
completion of a SHAKESPEARE IN LOVE: "Mot that | loved Caesar
phrase less," savs Brutus, "bul that I loved" this city "more.”
(Answer: “Rome™)
ABBREVIATION  The answer is an MILITARY MATTERS: Abbreviated SAS, this elite 19
expansion of an British military unit is zimilar to the USA's Delta
abbreviation in the  Force. (Answer: “the Special Air Service™)
question
PUZZLE A puzzle question:  BEFORE & AFTER: 13th Century Venctian traveler 13
the answer requires  who's a Ralph Lauren short sleeve top with a collar.
derivation, (Answer: “Mareo Polo shint™)
synthesis, THE HIGHEST-8CORING SCRABBLE WORD:
inference, etc. Zoom, quiz or heaven. (Answer: “quiz")
ETYMOLOGY Aquestion asking  ARE YOU A FOODE™?: From the Spanish for "to 1.9
for an English bake in pastry®, it's South America's equivalent of a
word derived from  calzone, (Answer: “an empanada™)
a foreign word
having a given
meaning
VERB Cuestion asks fora  THE NOT-50-DEADLY SINS: To capitalize all text 1.5
verb in an email is an abomination that signifies the person
is doing this. (Answer: “shouting™)
TRANSLATION A question asking FRUITS IN FREMCH: Pomme. { Answer: “apple™) 1.1
for translation of a
word or phrase
from one language
1o another
NUMBER The answer is & YOU NEED TO CONVERT: One eighth of a circle 1.0
number equals this many degrees, (Answer: “45")
BOMND The question asks  EDIBLE COMMON BONDS: Mung, snap, string. 07
for what is in {Amswer: “bean”™)
common between a
set of entities
MULTIPLE- The question THE SOUTHERNMOST CAPITAL CITY: Helsinki, 0.5
CHOICE contains multiple Moscow, Bucharcst. (Answer: “Bucharest™)
possible answers DSCAR, GRAMMY OR BOTH: Mickey Rooney.
from which to (Answer “Oscar™)
choose the correct
aANITWer
DATE A question asking  THE TEENS: World War | ended in Movember of this 0.3

for a date or vear

year, (Answer: “19187)



IBM Watson: Deep QA Architecture

e

M 536,681 1" 7l $5,400

ERAD

-
o
Answer
Sources
uestion —— W 3
Q Supporting | Deep
[ . - Evidence . Evidence
Primary sy | Retrieval Scoring
Answer

Search Generation n—

Question Hypothesis | Soft Hypothesis and Final Merging
Analysis Generation g Filtering Evidence Scoring YLLAIESL and Ranking

—

Trained
Models

Answer and

Confidence

Figure 6. DeepQA High-Level Architecture.

Source: D. Ferrucci et al.: Building Watson. Al Magazine, Fall 2010.
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IBM Watson: Deep QA Architecture
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IBM Watson: From Question to Answers

Google

city two airports

Web Maps Images

Bishop Toronto City Airport. ™

Airports of London -'
https://en wikipgedia.org/wik
2 Other civil airports .. Loc:
situated in Londan's . Heatl

World Airport Codes

( ) ‘ ‘! - g 0 Hare's brau Go Ie airport wiwii battle
https: funir world-airport-codes com/ Hare I r @%ﬁg&; needed g
y e - Vol a

YWorld Airport Codes provides info for almost every airport in the waorld, including

airport codes, . City Mame

Aboul 242 000,000 resuls (1.65 seconds) fi n d teXt p ass ag eS is)

List of cities with more than one airport - Wikipedia, the free ...
https://en wikipedia.org/wiki/List_of_cities_with_more_than_one_airport «
Jumnp 1o Two airports - Montréal-Pierre Elliott Trudeau International Airport .. Billy

World War T heroJand aWorld War 1T baftle
s (o] airport wiii hero L n

Shopping e Mare = Search tools

Videns Mews tare ~ Search tools

% The Final Jeopardy question for gamd one of the two-gam...
- w5 tOrOnto. edu/~shella/384w1 1hy-toronto po

Il hero; its second |aflest, for a World War 11

5 answer. The correct @nswer, "Chicago”, was a

extract names and aggregate .......l..

ard
On Septernber 19, 1949, the

{=

rll servic

Search distance between two airports & ‘ .
Airports By Airport Code - World Top 30 Airports - Airport Codes Starting with L I dWa rd O T Lanero ¢ Weh Images ideos Mews Maps More = Search tools

wrw washingtontimes.corm/

Cities with 2+ airports linked to city governance - Woods Bagot Jun 16, 2015 - & bronze 8-foo
waw wondshagot com/ . feities-with-2-airports-linked-to-city-governanc. v dedicated at the Coeur dAler About 841,000 results (0,35 seconds)
Jan 1, 2013 - But S&0 Paulo has two. Los Angeles has three. Moscow has four. And

Londan has gix. Unearthed: Cities with two or maore airports have ... . .
e a r a r e of WWil hero E 2F The Final Jeopardy question for game one of the two-gam...
pokesman.comy.. /sta

New York City Airports - NY.com

e C5 toronto.edus~sheila/384Mm1 1Avhy-toranto.pdf =

- " .
WA My COMYT AN Sportatonsairperts: v ijLJI:I;:e EA?JS.;“%?W EPapp airport is narmed for a World War Il hero; its second largest, for 2 World War Il
New York has three main airports through which millions of people pass each ... It's a I Ca O P PRy Bevine batile." Watson gave "Toronto" as its answer. The correct answer, "Chicago”, was a
bit further fram the city than the other two airports, but it is generally less
The Confusion over a

Airports in Berlin e au e asmarterplanet.com/.. iwats Battle of Peleliu - VWikipedia, the free encyclopedia
ip-hostel comiens201 34 D/airports-in-berlin/ « - Feb 15, 2011 - The category « https: #fen wikipedia orghwikisBattle_of_Peleliu -
For the other two airports, the city is planning new residential areas and natural P was named for a World War In the United States, this was a controversial battle because of the island's Battle
spaces. Since September 2006, a new airport is being built south of Schinefeld A ' . .

a r I S of Peleliu is featured in rany Waorld War Il themed video garmes including

IRDM WS2015

N eW YO r k Edward O'Hare - Wikipedia, the free encyclopedia

hittps:ffen.wikipedia.orginiki/Edward_O'Hare
On Septermber 19, 1249, the Chicago, llinois airport was renamed O'Hare International

o000 Airport to honor O'Hare's bravery. ... 1 Early life; 2 World War Il service.

o000 0O
WWIl Weekend-Features & Schedule
W Mmaarm . orgiwiisw2_sched htm «
maoves out frorm the airport to the city center at 11:00 and returns in the afternoon
Mare than 1,700 WWII military and civilian re-enactors and dozens of combat ... This

check semantic types
*

=JMfreebase G0
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Scoring of Semantic Answer Types
Check for 1) Yago classes, 2) Dbpedia classes, 3) Wikipedia lists

Match lexical answer type against class candidates

based on string similarity and class sizes (popularity)
Examples: Scottish inventor — inventor, star — movie star

Compute scores for semantic types, considering:
class match, subclass match, superclass match,
sibling class match, lowest common ancestor, class disjointness, ...

[A. Kalyanpur et al.: ISWC 2011]
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Semantic Technologies in IBM Watson

question Relation

Detection

Entity
Disambiguation

[candidate
& Matching

string

Predicate

answer type

C

Disambiguation _
[Iexical }/} & Matching semantic types
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KB

Semantic checking of answer candidates

spatial & temporal
elations

Constraint
Checker

KB instances

[A. Kalyanpur et al.:
ISWC 2011]

Type
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candidate
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QA with Structured Data & Knowledge

This town is known as "Sin City" & its
downtown is "Glitter Gulch"
Q: Sin City ?
— movie, graphical novel, nickname for city, ...
A: Vegas ? Strip ?
— Vega (star), Suzanne Vega, Vincent Vega, Las Vegas, ...
— comic strip, striptease, Las Vegas Strip, ...

question » structured
guery

Select ?t Where {
?t type location . SO
?t hasLabel “Sin City* . Linked Data
?t hasPart ?d . Big Data

RN ?d hasLabel “Glitter Gulch* .} Web tables




QA with Structured Data & Knowledge

Which classical cello player covered a
composition from The Good, the Bad, the Ugly?

Q: Good, Bad, Ugly ?
covered ?

A: western movie ? Big Data— NSA - Snowden ?
played ? performed ?

Bz

@& &= P P
= £
2= 3
cot <
L

| & ™
- tructured -- <
question » Structu
query
Select ?m Where { ~ sl TR e
?m type musician . ?m playsInstrument cello . D20
?m performed ?c . ?c partOf 7f. Linked Data

?f type movie . Big Data
? hasLabel “The Good, the Bad, the Ugly*. } Web tables

IRDM WS2015



QA on Web of Data & Knowledge

Who composed scores for westerns and is from Rome?

Select ?2x Where {  ?x created 7s.
?s contributesTo ?m .
?m type westernMovie .
?X bornin Rome . }

,,,,,, e .

) [-sunked movie patarases)s T H T em Lo
s { GeONarUes >3 .rJﬂ

Linked Data

D Sk SO Big Data
TextRunner/ sy WordNet . \

ReVerh o8 e DS BENR RS S Web tables
Concaptiers, < = e

&

ot septemoer 2011 @D @
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http://www.cmu.edu/index.shtml

Ambiguity of Relational Phrases

Who composed scores for westerns and is from Rome?

N

/

Western (N/) \

N\

composer / \ Rome
(creato_r (Italy)
of music) Western Dﬁital \
/ Rome
: oal iIn

Media ]90 otball / Western (air}(ne) (NY)

Composer /

video editor/ v

western movie / Lazio AS
/ Rom Roma

... usedin ... ... recorded at ... ... bornin ... ... played for ...

IRDM WS2015
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From Questions to Queries

* dependency parsing to decompose question
» mapping of phrases onto entities, classes, relations
* generating SPO triploids (later triple patterns)

e e s R

Who composed scores for westerns and is from Rome?

¥
N T

Who composed scores Is from Rome

T~

scores for westerns
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Semantic Parsing:
from Triploids to SPO Triple Patterns

Map names into entities or classes, phrases into relations

A N N
Who composed scores [==)>  ?x created ?s

?X type composer
?S type music

R

scores for westerns :> ?s contributesTo ?y

?y type westernMovie

R
Who is from Rome :> ?x bornin Rome

IRDM WS2015 16-68



Paraphrases of Relations

composed (<musician>, <song>) covered (<musician>, <song>)

Dylan wrote his song Knockin‘ on Heaven‘s Door, a cover song by the Dead
Morricone ‘s masterpiece is the Ecstasy of Gold, covered by Yo-Yo Ma
Amy‘s souly interpretation of Cupid, a classic piece of Sam Cooke

Nina Simone‘s singing of Don‘t Explain revived Holiday*s old song

Cat Power*s voice is sgsain her version of Don‘t Explain
Cale performed Halle{@kh written by L. Cohen

covered by: (Amy,Cupid), (Ma, Ecstasy), (Nina, Don‘t),

(Cat, Don‘t), (Cale, Hallelujah), ... Sequence mining and
voice In (Amy,Cupid), (Sam, Cupid), (Nina, Don statistical analysis yield
version of: (Cat, Don‘t), (Cale, Hallelujah), ... equivalence classes of
performed: (Amy.Cupid), (Amy, Black), (Nina, Dor relational paraphrases

(Col |, Hallelujah), (Dylan, Knockin), ...

covered (<musician>, <song>):
cover song, interpretation of, singing of, voice in ... version, ...

composed (<musician>, <song>):
wilewaasng, classic piece of, ‘s old song, written by, composition of, ... 16-69



Disambiguation Mapping for Semantic Parsing
Who composed Selection: X;  Assignment: Yj;

scores for westerns

C.person

and is from Rome?

c:musiclan

e:WHO

i

r:created

Joint

Mapping:

Zy

r-wroteComposition

%/

r:wroteSoftware

c:soundtrack

0@9/

r:soundtrackFor

r:shootsGoalFor

c:western movie

e:Western Digital

r:actedin

r:-bornin
e:Rome (Italy)j

S =

e:Lazio Roma

IRDM WS2015
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Disambigua’[ion |\/|app| ng [M.Yahya et al.: 21;?(1\&11’31]2,
c.person
c:musician
e: WHO

r:created
r:.wroteComposition
r:wroteSoftware

Who composed
scores for westerns
and is from Rome?

composed
scores

ILP optimizers
like Gurobi
solve this In

1 or 2 seconds

c:soundtrack
r:soundtrackFor

r:shootsGoalFor

g3 c:western movie

\ e:Western Digital
@A < from ]< r:actedin
r:bornin

\ ]< e:Rome (W

 Rome .
e:Lazio Roma

scores for

weighted edges (coherence, similarity, etc.)

Combinratorial Optimization by ILP (with type constraints etc.)



Prototype for Question-to-Query-based QA
"HIPYDEANNA

Which composer wrote scores for films and was awarded the Oscar?

Show Sample Questions = Show Advanced Options

Structured Query

X created My .

X type wordnet_composer_189947232
vy type wordnet_movie 106613636 .
?%x haskonPrize Academy_Award

Try it aut &

YAGO 2 spotix

Query
4 Subject Property Object Time Location
idd: = created - My - -
HdT T tvpe - wordnet_composer_10 - -
fid2 Ty tvpe « wordnet_movie_10661: - -
i3 T hasWWonPrize + Academy_Award - -
Pidd: - - -
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Summary of Chapter 16

Entity search and ER search over text+KG or text+DB
can boost the expressiveness and precision of search engines

Ranking models for entity answers build on LM‘s and PR/HITS

Entity search crucially relies on prior information extraction
with entity linking (Named Entity Recognition and Disambiguation)

Entity linking combines context similarity, prior popularity
and joint coherence into graph algorithms

Natural language QA involves question analysis,
passage retrieval, candidate pruning (by KG) and answer ranking

Mapping questions to structured queries requires general
sense disambiguation (for entities, classes and relations)
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