
Chapter 16: Entity Search

and Question Answering

It don‘t mean a thing if it ain‘t got that string!

-- Duke Ellington

(modified)

Things, not Strings! -- Amit Singhal

IRDM WS2015

Bing, not Thing! -- anonymous

MS engineer

Search is King! -- Jürgen Geuter

aka. tante
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Outline

16.1 Entity Search and Ranking

16.2 Entity Linking (aka. NERD)

16.3 Natural Language Question Answering
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Goal: Semantic Search
Answer „knowledge queries“ 

(by researchers, journalists, market & media analysts, etc.):

European composers who have won film music awards?

African singers who covered Dylan songs?

Enzymes that inhibit HIV? 
Influenza drugs for teens with high blood pressure?
German philosophers influenced by William of Ockham?

…..

Politicians who are also scientists?

Relationships between
Niels Bohr, Enrico Fermi, Richard Feynman, Edward Teller?
Max Planck, Angela Merkel, José Carreras, Dalai Lama? 
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Dylan cover songs?

Stones? Stones songs?
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16.1 Entity Search

Input or output of search is entities (people, places, products, etc.)

or even entity-relationship structures

 more precise queries, more precise and concise answers

IRDM WS2015

text input
(keywords)

struct. input
(entities,

SPO patterns)

struct. output
(entities, facts)

text output
(docs, passages)

Standard IR

Entity Search
(16.1.1)

Entity Search

Keywords in Graphs
(16.1.2)

Semantic Web

Querying (16.1.3)
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16.1.1 Entity Search with Documents as Answers

IRDM WS2015

Typical pipeline:

1 Info Extraction: discover and mark up entities in docs

2 Indexing: build inverted list for each entity

3 Query Understanding: infer entities of interest from user input

4 Query Processing: process inverted lists for entities and keywords

5 Answer Ranking: scores by per-entity LM or PR/HITS or …

Input: one or more entities of interest

and optionally: keywords, phrases

Output: documents that contain all (or most) of

the input entities and the keywords/phrases
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Entity Search Example
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Entity Search Example
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Entity Search Example

IRDM WS2015 16-8



Entity Search: Query Understanding

IRDM WS2015

User types names  system needs to map them entities (in real-time)

Task: 

given an input prefix e1 … ek x with entities ei and string x,

compute short list of auto-completion suggestions for entity ek+1

Estimate for each candidate e (using precomputed statistics):

• similarity (x, e)  by string matching (e.g. n-grams)

• popularity (e) by occurrence frequency in corpus (or KG)

• relatedness (ei, e) for i=1..k by co-occurrence frequency

Rank and shortlist candidates e for ek+1 by

 similarity (x,e) +  popularity(e) +  i=1..k relatedness(ei,e)

Determine candidates e for ek+1 by partial matching (with indexes)

against dictionary of entity alias names
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Entity Search: Answer Ranking  
[Nie et al.: WWW’07, Kasneci et al.; ICDE‘08, Balog et al. 2012] 

][)1(]|[),( qPaqPqascore   ))(|)((~ aLMqLMKL

Construct language models for queries q and answers a

with smoothing

q is entity, a is doc  build LM(q): distr. on terms, by

• use IE methods to mark entities in text corpus

• associate entity with terms in docs (or doc windows) where it occurs

(weighted with IE confidence)

q is keywords, a is entity  analogous

LM (    ):

LM (    ):

LM (    ):
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Entity Search: Answer Ranking by Link Analysis
[A. Balmin et al. 2004,  Nie et al. 2005,  Chakrabarti 2007, J. Stoyanovich 2007]

EntityAuthority (ObjectRank, PopRank, HubRank, EVA, etc.):

• define authority transfer graph

among entities and pages with edges:

• entity  page if entity appears in page

• page  entity if entity is extracted from page

• page1  page2 if hyperlink or implicit link between pages

• entity1  entity2 if semantic relation between entities (from KG)

• edges can be typed and weighed by confidence and type-importance

• compared to standard Web graph, Entity-Relationship (ER) graphs

of this kind have higher variation of edge weights
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PR/HITS-style Ranking of Entities

physicist

…

computer 
scientist

IT company university

organization

subclassOf subclassOf

…

Vinton Cerf

Google

UCLA

Wolf 
Prize

Turing 
Award

online ads

Internet

2nd price 
auctions

giant 
magneto-
resistance 

disk drives

TU Darmstadt

Nobel 
Prize

TCP/IP

ETH Zurich

Princeton

Albert 
Einstein

instanceOfinstanceOf

Stanford

Peter 
Gruenberg

discovered
invented

workedAt 
spinoff

William 
Vickrey
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16.1.2 Entity Search with Keywords in Graph
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Entity Search with Keywords in Graph
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Entity-Relationship graph

with documents per entity
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Entity Search with Keywords in Graph
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Entity-Relationship graph

with DB records per entity
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Keyword Search on ER Graphs

Example: 
Conferences (CId, Title, Location, Year) Journals (JId, Title)

CPublications (PId, Title, CId) JPublications (PId, Title, Vol, No, Year) 

Authors (PId, Person) Editors (CId, Person)

Select * From * Where * Contains ”Aggarwal, Zaki, mining, knowledge“ And Year > 2005

Schema-agnostic keyword search over database tables (or ER-style KG):

graph of tuples with foreign-key relationships as edges

[BANKS, Discover, DBExplorer, KUPS, SphereSearch, BLINKS, NAGA, …]

Result is connected tree with nodes that contain
as many query keywords as possible

Ranking:  1

)(1)1(),(),(







   eedgesnnodes

eedgeScoreqnnodeScoreqtrees 

with nodeScore based on tf*idf or prob. IR

and edgeScore reflecting importance of relationships (or confidence, authority, etc.)

Top-k querying: compute best trees, e.g. Steiner trees (NP-hard) 
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Ranking by Group Steiner Trees

Answer is connected tree with nodes that contain
as many query keywords as possible

Group Steiner tree: 

• match individual keywords  terminal nodes, grouped by keyword

• compute tree that connects at least one terminal node per keyword

and has best total edge weight

y

x

x

y

z
w

w w

x

y

z
w

for query: x w y z
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16.1.3 Semantic Web Querying
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http://richard.cyganiak.de/2007/10/lod/lod-datasets_2011-09-19_colored.png
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Semantic Web Data: Schema-free RDF

• SPO triples: Subject – Property/Predicate – Object/Value)

• pay-as-you-go: schema-agnostic or schema later

• RDF triples form fine-grained Entity-Relationship (ER) graph

• popular for Linked Open Data

• open-source engines: Jena, Virtuoso, GraphDB, RDF-3X, etc.

EnnioMorricone Rome
bornIn

Rome Italy
locatedIn

SPO triples (statements, facts):
(EnnioMorricone, bornIn, Rome)

(Rome, locatedIn, Italy)

(JavierNavarrete, birthPlace, Teruel)

(Teruel, locatedIn, Spain)

(EnnioMorricone, composed, l‘Arena)

(JavierNavarrete, composerOf, aTale)

CityRome
type

(uri1, hasName, EnnioMorricone)

(uri1, bornIn, uri2)

(uri2, hasName, Rome)

(uri2, locatedIn, uri3)

…

bornIn (EnnioMorricone, Rome) locatedIn(Rome, Italy)
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Semantic Web Querying: SPARQL Language

Conjunctive combinations of SPO triple patterns

(triples with S,P,O replaced by variable(s))

Select ?p, ?c Where {

?p instanceOf Composer . 

?p bornIn ?t . ?t inCountry ?c . ?c locatedIn Europe . 

?p hasWon ?a .?a Name AcademyAward . }

+ filter predicates, duplicate handling, RDFS types, etc.

Select Distinct ?c Where { 

?p instanceOf Composer . 

?p bornIn ?t . ?t inCountry ?c . ?c locatedIn Europe .  

?p hasWon ?a .?a Name ?n . 

?p bornOn ?b .  Filter (?b > 1945)  . Filter(regex(?n, “Academy“) . }

Semantics:

return all bindings to variables that match all triple patterns
(subgraphs in RDF graph that are isomorphic to query graph) 
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Querying the Structured Web

Structure but no schema: SPARQL well suited

wildcards for properties (relaxed joins):
Select ?p, ?c Where { 

?p instanceOf Composer . 

?p ?r1 ?t . ?t ?r2 ?c .  ?c isa Country . ?c locatedIn Europe .  }

Extension: transitive paths [K. Anyanwu et al.: WWW‘07]

Select ?p, ?c Where { 

?p instanceOf Composer . 

?p ??r ?c . ?c isa Country . ?c locatedIn Europe .  

PathFilter(cost(??r) < 5) . 

PathFilter (containsAny(??r,?t ) . ?t isa City . }

Extension: regular expressions [G. Kasneci et al.: ICDE‘08]

Select ?p, ?c Where { 

?p instanceOf Composer . 

?p (bornIn | livesIn | citizenOf) locatedIn* Europe .  }

flexible

subgraph

matching
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Querying Facts & Text

• Consider descriptions/witnesses

of SPO facts (e.g. IE sources)

• Allow text predicates with

each triple pattern

Problem: not everything is in RDF

European composers who have won the Oscar,

whose music appeared in dramatic western scenes,

and who also wrote classical pieces ?

Select ?p Where {

?p instanceOf Composer . 

?p bornIn ?t . ?t inCountry ?c . ?c locatedIn Europe . 

?p hasWon ?a .?a Name AcademyAward . 

?p contributedTo ?movie [western, gunfight, duel, sunset] .

?p composed ?music [classical, orchestra, cantata, opera] . }

Semantics: 

triples match struct. predicates

witnesses match text predicates

Research issues:

• Indexing

• Query processing

• Answer ranking
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16.2 Entity Linking (aka. NERD)
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Watson was better than Brad and Ken.
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Named Entity Recognition & Disambiguation (NERD)

1) named-entity detection: segment & label by HMM or CRF

(e.g. Stanford NER tagger)

2) co-reference resolution: link to preceding NP

(trained classifier over linguistic features)

3) named-entity disambiguation (NED): 

map each mention (name) to canonical entity (entry in KB)

Three NLP tasks:

Victoria
(Australia)

Fashion
Down
Under

Australia
(movie)

David 
Beckham

tasks 1 and 3 together: NERD

Victoria
Beckham

Becks
beer

AustraliaQueen
Victoria

Victoria and her husband,  Becks, are both celebrities.

The former spice girl, aka. Posh Spice, travels Down Under.
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Named Entity Disambiguation (NED)

Hurricane,

about Carter,

is on Bob‘s

Desire.

It is played in

the film with

Washington.

contextual similarity:

mention vs. Entity

(bag-of-words, 

language model)

prior popularity

of name-entity pairs
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Named Entity Disambiguation (NED)

Hurricane,

about Carter,

is on Bob‘s

Desire.

It is played in

the film with

Washington.

Coherence of entity pairs:
• semantic relationships

• shared types (categories)

• overlap of Wikipedia links
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Named Entity Disambiguation (NED)

Hurricane,

about Carter,

is on Bob‘s

Desire.

It is played in

the film with

Washington.

racism protest song
boxing champion
wrong conviction

Grammy Award winner
protest song writer
film music composer
civil rights advocate

Academy Award winner
African-American actor
Cry for Freedom film
Hurricane film

racism victim
middleweight boxing
nickname Hurricane
falsely convicted

Coherence: (partial) overlap

of (statistically weighted)

entity-specific keyphrases
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Named Entity Disambiguation (NED)

Hurricane,

about Carter,

is on Bob‘s

Desire.

It is played in

the film with

Washington.

NED algorithms compute

mention-to-entity mapping

over weighted graph of candidates

by popularity & similarity & coherence

KB provides building blocks:
• name-entity dictionary,

• relationships, types,

• text descriptions, keyphrases,

• statistics for weights
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Joint Mapping of Mentions to Entities

• Build mention-entity graph or joint-inference factor graph

from knowledge and statistics in KB

• Compute high-likelihood mapping (ML or MAP) or

dense subgraph such that:

each m is connected to exactly one e (or at most one e)

90

30

5
100

100

50

20
50

90

80

90
30

10 10

20

30

30
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Joint Mapping: Prob. Factor Graph

90

30

5
100

100

50

20
50

90

80

90
30

10 10

20

30

30

Collective Learning with Probabilistic Factor Graphs
[Chakrabarti et al.: KDD’09]:

• model P[m|e] by similarity and P[e1|e2] by coherence

• consider likelihood of P[m1 … mk | e1 … ek]

• factorize by all m-e pairs and e1-e2 pairs

• MAP inference: use MCMC, hill-climbing, LP etc. for solution
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Joint Mapping: Dense Subgraph

• Compute dense subgraph such that:

each m is connected to exactly one e (or at most one e)

• NP-hard  approximation algorithms

• Alt.: feature engineering for similarity-only method

[Bunescu/Pasca 2006, Cucerzan 2007, 

Milne/Witten 2008, Ferragina et al. 2010 … ]
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Coherence Graph Algorithm
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5
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30
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145

230

D5 Overview   May 14, 

2013
32

• Compute dense subgraph to

maximize min weighted degree among entity nodes

such that:

each m is connected to exactly one e (or at most one e)

• Approx. algorithms (greedy, randomized, …), hash sketches, …

• 82% precision on CoNLL‘03 benchmark

• Open-source software & online service AIDA

http://www.mpi-inf.mpg.de/yago-naga/aida/

m1

m2

m3

m4

e1

e2

e3

e4

e5

e6

[J. Hoffart et al.:

EMNLP’11]
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• Compute dense subgraph to

maximize min weighted degree among entity nodes

such that:

each m is connected to exactly one e (or at most one e)

• Greedy approximation:

iteratively remove weakest entity and its edges

• Keep alternative solutions, then use local/randomized search
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Greedy Algorithm for Dense Subgraph
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• Compute dense subgraph to

maximize min weighted degree among entity nodes

such that:

each m is connected to exactly one e (or at most one e)

• Greedy approximation:

iteratively remove weakest entity and its edges

• Keep alternative solutions, then use local/randomized search
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• Compute dense subgraph to

maximize min weighted degree among entity nodes

such that:

each m is connected to exactly one e (or at most one e)

• Greedy approximation:

iteratively remove weakest entity and its edges

• Keep alternative solutions, then use local/randomized search
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Greedy Algorithm for Dense Subgraph

IRDM WS2015 16-35



• Compute dense subgraph to

maximize min weighted degree among entity nodes

such that:

each m is connected to exactly one e (or at most one e)

• Greedy approximation:

iteratively remove weakest entity and its edges

• Keep alternative solutions, then use local/randomized search

90
100

100
90

90

30
120

380

145

210

Greedy Algorithm for Dense Subgraph
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Random Walks Algorithm

• for each mention run random walks with restart

(like Personalized PageRank with jumps to start mention(s))

• rank candidate entities by stationary visiting probability

• very efficient, decent accuracy

50
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90
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
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Integer Linear Programming

• 0-1 decision variables: Xip = 1 if mi denotes ep, 0 else

• mentions mi

• entities ep

• similarity sim(cxt(mi),cxt(ep))

• coherence coh(ep,eq)

• similarity sim(cxt(mi),cxt(mj))

Zij = 1 if mi and mj denote same entity

• objective function:

𝜶𝟏 
𝒊𝒑
𝒔𝒊𝒎 𝒄𝒙𝒕 𝒎𝒊 , 𝒄𝒙𝒕 𝒆𝒑 𝑿𝒊𝒑 +𝜶𝟐 

𝒊𝒋𝒑𝒒
𝒄𝒐𝒉 𝒆𝒑, 𝒆𝒒 𝑿𝒊𝒑𝑿𝒋𝒒

+𝜶𝟑 
𝒊𝒋
𝒔𝒊𝒎 𝒄𝒙𝒕 𝒎𝒊 , 𝒄𝒙𝒕(𝒎𝒋) 𝒁𝒊𝒒

• constraints:

for all i,p,q: 𝑿𝒊𝒑 + 𝑿𝒊𝒒 ≤ 𝟏

for all i,j,p: 𝒁𝒊𝒋 ≥ 𝑿𝒊𝒑 + 𝑿𝒋𝒑 − 𝟏

for all i,j,k:

(𝟏 − 𝒁𝒊𝒋) + 𝟏 − 𝒁𝒋𝒌 ≥ (𝟏 − 𝒁𝒊𝒌)
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Coherence-aware Feature Engineering
[Cucerzan: EMNLP‘07; Milne/Witten: CIKM‘08, Ferragina et al.: CIKM‘10]

• Avoid explicit coherence computation by turning

other mentions‘ candidate entities into features

• sim (m,e) uses these features in context(m)

• special case: consider only unambiguous mentions

or high-confidence entities (in proximity of m)

m
e

influence in

context(m)

weighed by

coherence (e,ei ) 

& popularity(ei )



Mention-Entity Popularity Weights

• Collect hyperlink anchor-text / link-target pairs from
• Wikipedia redirects

• Wikipedia links between articles

• Interwiki links between Wikipedia editions

• Web links pointing to Wikipedia articles

…

• Build statistics to estimate P[entity | name]

• Need dictionary with entities‘ names:
• full names: Arnold Alois Schwarzenegger, Los Angeles, Microsoft Corp.

• short names: Arnold, Arnie, Mr. Schwarzenegger, New York, Microsoft, …

• nicknames & aliases: Terminator, City of Angels, Evil Empire, …

• acronyms: LA, UCLA, MS, MSFT

• role names: the Austrian action hero, Californian governor,  CEO of MS, …

…

plus gender info (useful for resolving pronouns in context):
Bill and Melinda met at MS. They fell in love and he kissed her.

[Milne/Witten 2008, Spitkovsky/Chang 2012]
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Mention-Entity Similarity Edges

Extent of partial matches Weight of matched words 

Precompute characteristic keyphrases q for each entity e:

anchor texts or noun phrases in e page with high PMI:






)(
)(

),()(~)|(

mcontextin
ekeyphrasesq

mcover(q)distqscoremescore 
























1

)|(#
~)|(

qw

cover(q)w

e)|weight(w

ewweight

cover(q)oflength

wordsmatching
eqscore

)()(

),(
log),(

efreqqfreq

eqfreq
eqweight 

Match keyphrase q of candidate e in context of mention m

Compute overall similarity of context(m) and candidate e

“racism protest song“

… and Hurricane are protest texts of songs that he wrote against racism ...
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Entity-Entity Coherence Edges

Precompute overlap of incoming links for entities e1 and e2

))2(),1(min(log||log

))2()1(log())2,1(max(log
1

eineinE

eineineein
~e2)coh(e1,-mw






Alternatively compute overlap of anchor texts for e1 and e2

or overlap of keyphrases, or similarity of bag-of-words, or …

)2()1(

)2()1(

engramsengrams

engramsengrams
~e2)coh(e1,-ngram





Optionally combine with type distance of e1 and e2

(e.g., Jaccard index for type instances)

For special types of e1 and e2 (locations, people, etc.)

use spatial or temporal distance
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NERD Online Tools
J. Hoffart et al.: EMNLP 2011, VLDB 2011

http://mpi-inf.mpg.de/yago-naga/aida/

P. Ferragina, U. Scaella: CIKM 2010

http://tagme.di.unipi.it/

R. Isele, C. Bizer: VLDB 2012

http://spotlight.dbpedia.org/demo/index.html

Reuters Open Calais:  http://viewer.opencalais.com/

Alchemy API:   http://www.alchemyapi.com/api/demo.html

S. Kulkarni, A. Singh, G. Ramakrishnan, S. Chakrabarti: KDD 2009

http://www.cse.iitb.ac.in/soumen/doc/CSAW/

D. Milne, I. Witten: CIKM 2008

http://wikipedia-miner.cms.waikato.ac.nz/demos/annotate/

L. Ratinov, D. Roth, D. Downey, M. Anderson: ACL 2011

http://cogcomp.cs.illinois.edu/page/demo_view/Wikifier

D. Ceccarelli, C. Lucchese,S. Orlando, R. Perego, S. Trani. CIKM 2013

http://dexter.isti.cnr.it/demo/

A. Moro, A. Raganato, R. Navigli. TACL 2014

http://babelfy.org

some use Stanford NER tagger for detecting mentions

http://nlp.stanford.edu/software/CRF-NER.shtml

73
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NERD at Work
https://gate.d5.mpi-inf.mpg.de/webaida/
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NERD at Work
https://gate.d5.mpi-inf.mpg.de/webaida/
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NERD at Work
https://gate.d5.mpi-inf.mpg.de/webaida/
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NERD on Tables
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48D5 Overview   May 14, 2013

General Word Sense Disambiguation (WSD)
{songwriter, 

composer}

{cover, perform}

{cover, report, treat}

{cover, help out}

Which 

song writers 

covered 

ballads 

written by 

the Stones ?
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NERD Challenges

General WSD for classes, relations, general concepts
for Web tables, lists, questions, dialogs, summarization, … 

Handle long-tail and newly emerging entities

High-throughput NERD: semantic indexing

Low-latency NERD: speed-reading

popular vs. long-tail entities, general vs.specific domain

Short and difficult texts: 
queries  example: “Borussia victory over Bayern“

tweets, headlines, etc.

fictional texts: novels, song lyrics, TV sitcoms, etc.

Leverage deep-parsing features & semantic typing

example: Page played Kashmir on his Gibson
subj obj

mod
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16.3 Natural Language Question Answering

IRDM WS2015

Rudyard Kipling

(1865-1936)

I have six honest serving men

They taught me all I knew.

Their names are What and Where and When

and Why and How and Who.

from „The Elephant‘s Child“ (1900)

Six honest men
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Question Answering (QA)

IRDM WS2015

• Factoid questions:
Where is the Louvre located?

Which metro line goes to the Louvre?

Who composed Knockin‘ on Heaven‘s Door?

Which is the highest waterfall on Iceland?

• List questions:
Which museums are there in Paris?

Which love songs did Bob Dylan write

Which impressive waterfalls does Iceland have?

• Relationship questions:
Which Bob Dylan songs were used in movies?

Who covered Bob Dylan? Who performed songs written by Bob Dylan?

• How-to questions:
How do I get from Paris Est to the Louvre?

How do I stop pop-up ads in Mozilla?

How do I cross a turbulent river on a wilderness hike?

Different kinds of questions:
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QA System Architecture

IRDM WS2015

1 Classify question: Who, When, Where, …

Where is the Louvre located?

2 Generate web query/queries: informative phrases (with expansion)

Louvre; Louvre location; Louvre address;

3 Retrieve passages: short (var-length) text snippets from results

… The Louvre Museum is at Musée du Louvre, 75058 Paris Cedex 01 …

… The Louvre is located not far from the Seine. The Seine divides Paris …

… The Louvre is in the heart of Paris. It is the most impressive museum …

… The Louvre can only be compared to the Eremitage in St. Petersburg …

4 Extract candidate answers (e.g. noun phrases near query words)

Musée du Louvre, Seine, Paris, St. Petersburg, museum, …

5 Aggregate candidates over all passages

6 Rank candidates: using passage LM‘s

16-52



Deep Question Answering

This town is known as "Sin City" & its 

downtown is "Glitter Gulch"

This American city has two airports 

named after a war hero and a WW II battle

knowledge

back-ends

question

classification &

decomposition

D. Ferrucci et al.: Building Watson. AI Magazine, Fall 2010.

IBM Journal of R&D 56(3/4), 2012: This is Watson.

Q: Sin City ?

 movie, graphical novel, nickname for city, …

A: Vegas ? Strip ?

 Vega (star), Suzanne Vega, Vincent Vega, Las Vegas, …

 comic strip, striptease, Las Vegas Strip, …
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More Jeopardy! Questions

24-Dec-2014: http://www.j-archive.com/showgame.php?game_id=4761

Categories:  Alexander the Great, Santa‘s Reindeer Party, 

Making Some Coin, TV Roommates, The „NFL“

• Alexander the Great was born in 356 B.C. to 

King Philip II & Queen Olympias of this kingdom 

(Macedonia)

• Against an Indian army in 326 B.C., Alexander faced these beasts, 

including the one ridden by King Porus

(elephants)

• In 2000 this Shoshone woman first graced our golden dollar coin 

(Sacagawea)

• When her retirement home burned down in this series, 

Sophia moved in with her daughter Dorothy and Rose & Blanche 

(The Golden Girls)

• Double-winged "mythical" insect 

(dragonfly)
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Difficult of Jeopardy! Questions

Source: IBM Journal of R&D 56(3-4), 2012
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Question Analysis

Train a classifier for the semantic answer type

and process questions by their type 

Source: IBM Journal of R&D 56(3-4), 2012
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Question Analysis

Train more classifiers

Source:

IBM Journal of R&D 56(3-4), 2012

IRDM WS2015
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IBM Watson: Deep QA Architecture

Source: D. Ferrucci et al.: Building Watson. AI Magazine, Fall 2010.
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IBM Watson: Deep QA Architecture

[IBM Journal of R&D 56(3-4), 2012]

question

Question

Analysis:
Classification

Decomposition

Hypotheses

Generation

(Search):
Answer

Candidates

Candidate

Filtering &

Ranking

Hypotheses

& Evidence

Scoring

answer

Overall architecture of Watson (simplified)
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IBM Watson: From Question to Answers
(IBM Watson 14-16 Feb 2011)

This US city has two airports named for a 

World War II hero and a World War II battle

extract names and aggregate

find text passages

decompose

question

check semantic types

O‘Hare Airport
Edward O‘Hare
Waterloo
Pearl Harbor
Chicago
De Gaulle
Paris
New York
……
……
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Scoring of Semantic Answer Types

[A. Kalyanpur et al.: ISWC 2011]

Check for 1) Yago classes, 2) Dbpedia classes, 3) Wikipedia lists

Match lexical answer type against class candidates

based on string similarity and class sizes (popularity)
Examples:  Scottish inventor  inventor, star  movie star

Compute scores for semantic types, considering:
class match, subclass match, superclass match,

sibling class match, lowest common ancestor, class disjointness, …

no types Yago Dbpedia Wikipedia all 3

Standard QA

accuracy 50.1% 54.4% 54.7%       53.8%     56.5%

Watson

accuracy 65.6% 68.6% 67.1%       67.4%   69.0%
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Semantic Technologies in IBM Watson
[A. Kalyanpur et al.: 

ISWC 2011]

Semantic checking of answer candidates
question

candidate

string

Constraint

Checker

Type

Checker

lexical

answer type

KB

Relation

Detection

Entity
Disambiguation
& Matching

Predicate
Disambiguation
& Matching

candidate

score

KB instances

semantic types

spatial & temporal

relations
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QA with Structured Data & Knowledge

This town is known as "Sin City" & its 

downtown is "Glitter Gulch"

structured

query
question

Q: Sin City ?

 movie, graphical novel, nickname for city, …

A: Vegas ? Strip ?

 Vega (star), Suzanne Vega, Vincent Vega, Las Vegas, …

 comic strip, striptease, Las Vegas Strip, …

Linked Data

Big Data

Web tables

Select ?t Where {

?t type location .

?t hasLabel “Sin City“ .

?t hasPart ?d .

?d hasLabel “Glitter Gulch“ . }
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Which classical cello player covered a

composition from The Good, the Bad, the Ugly?

structured

query
question

Q: Good, Bad, Ugly ?

covered ?

A: western movie ?  Big Data – NSA - Snowden ?

played ? performed ?

Linked Data

Big Data

Web tables

Select ?m Where {

?m type musician . ?m playsInstrument cello .

?m performed ?c .  ?c partOf ?f . 

?f type movie . 

? hasLabel “The Good, the Bad, the Ugly“. }

?

QA with Structured Data & Knowledge
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QA on Web of Data & Knowledge

Cyc

TextRunner/

ReVerb
ConceptNet 5

BabelNet

ReadTheWeb

Select ?x Where { ?x  created ?s .

?s  contributesTo ?m .

?m  type  westernMovie .

?x  bornIn Rome . }

Who composed scores for westerns and is from Rome?

Linked Data

Big Data

Web tables
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Ambiguity of Relational Phrases

Media 
Composer
video editor

Western (airline)

Rome
(Italy)

goal in
football

film 
music

composer
(creator
of music)

Rome
(NY)

Lazio
Roma

Western (NY)

Western Digital

western movie AS
Roma

… used in … … recorded at … …  born in … … played for …

Who composed scores for westerns and is from Rome?
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From Questions to Queries

• dependency parsing to decompose question

• mapping of phrases onto entities, classes, relations

• generating SPO triploids (later triple patterns)

Who composed scores for westerns and is from Rome?

scores for westerns

is from RomeWho composed scores
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Semantic Parsing:

from Triploids to SPO Triple Patterns

Who   is from Rome

Who composed scores

scores for westerns

?x bornIn Rome

?y type westernMovie

?s contributesTo ?y

?x type composer

?x created ?s

?s type music

Map names into entities or classes, phrases into relations
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Paraphrases of Relations

Dylan wrote his song Knockin‘ on Heaven‘s Door, a cover song by the Dead

Morricone ‘s masterpiece is the Ecstasy of Gold, covered by Yo-Yo Ma

Amy‘s souly interpretation of Cupid, a classic piece of Sam Cooke

Nina Simone‘s singing of Don‘t Explain revived Holiday‘s old song

Cat Power‘s voice is sad in her version of Don‘t Explain

Cale performed Hallelujah written by L. Cohen

covered (<musician>, <song>):

cover song, interpretation of,  singing of, voice in … version , …  

composed (<musician>, <song>):

wrote song, classic piece of, ‘s old song, written by, composition of, …

composed (<musician>, <song>) covered (<musician>, <song>)

covered by:

voice in

version of:

performed:

(Amy,Cupid), (Ma, Ecstasy), (Nina, Don‘t), 

(Cat, Don‘t), (Cale, Hallelujah), …

(Amy,Cupid), (Sam, Cupid), (Nina, Don‘t), 

(Cat, Don‘t),  (Cale, Hallelujah), …

(Amy,Cupid), (Amy, Black), (Nina, Don‘t), 

(Cohen, Hallelujah),  (Dylan, Knockin), …

Sequence mining and

statistical analysis yield

equivalence classes of

relational paraphrases
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Disambiguation Mapping for Semantic Parsing

Who composed
scores for westerns
and is from Rome?

composed

composed
scores

scores for

westerns

is from

Rome

Who

q1

q2

q3

q4

e:Rome (Italy)

e:Lazio Roma

c:person

c:musician

e:WHO

r:created

r:wroteComposition

r:wroteSoftware

c:soundtrack

r:soundtrackFor

r:shootsGoalFor

r:bornIn

r:actedIn 

c:western movie

e:Western Digital

w
ei

g
h

te
d

ed
g

es
(c

o
h

er
en

ce
, 
si

m
il

ar
it

y,
 e

tc
.)

Selection: Xi Assignment: Yij Joint
Mapping:
Zkl
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Disambiguation Mapping

Combinatorial Optimization by ILP (with type constraints etc.)      

Who composed
scores for westerns
and is from Rome?

composed

composed
scores

scores for

westerns

is from

Rome

Who

q1

q2

q3

q4

e:Rome (Italy)

e:Lazio Roma

c:person

c:musician

e: WHO

r:created

r:wroteComposition

r:wroteSoftware

c:soundtrack

r:soundtrackFor

r:shootsGoalFor

r:bornIn

r:actedIn 

c:western movie

e:Western Digital

w
e

ig
h

te
d

e
d

g
e

s
(c

o
h

e
re

n
c

e
, 
s

im
il
a

ri
ty

, 
e

tc
.)

ILP optimizers

like Gurobi

solve this in 

1 or 2 seconds

[M.Yahya et al.: EMNLP’12,

CIKM‘13]
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Prototype for Question-to-Query-based QA
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Summary of Chapter 16

• Entity search and ER search over text+KG or text+DB

can boost the expressiveness and precision of search engines

IRDM WS2015

• Entity search crucially relies on prior information extraction

with entity linking (Named Entity Recognition and Disambiguation)

• Ranking models for entity answers build on LM‘s and PR/HITS

• Entity linking combines context similarity, prior popularity

and joint coherence into graph algorithms

• Mapping questions to structured queries requires general

sense disambiguation (for entities, classes and relations)

• Natural language QA involves question analysis, 

passage retrieval, candidate pruning (by KG) and answer ranking
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