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What do I do?

software

audience

properties
abstract interpretation
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ML in High-Stakes Applications

4

data ML software act as surrogate model

automate decision-making

perform tasks that are impossible to program explicitly
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ML in High-Stakes Applications

07/10/2019, 23*16A self-driving Uber ran a red light last December, contrary to company claims - The Verge

Page 1 of 3https://www.theverge.com/2017/2/25/14737374/uber-self-driving-car-red-light-december-contrary-company-claims

  

A self-driving Uber ran a red
light last December, contrary to
company claims
Internal documents reveal that the car was at fault
By Andrew Liptak @AndrewLiptak  Feb 25, 2017, 11:08am EST

TRANSPORTATION UBER RIDE-SHARING

8

Last December, a self-driving Uber was caught on camera running a red light in
San Francisco, shortly after the vehicles began testing on the roads. While Uber
claimed at the time that a driver was at fault, a report from The New York Times

07/12/20, 12:05Self-Driving Uber SUV Didn't Recognize Jaywalking Pedestrian In Fatal Crash : NPR

Page 1 of 3https://www.npr.org/2019/11/07/777438412/feds-say-self-driving-ube…did-not-recognize-jaywalking-pedestrian-in-fatal-?t=1607339086095

Feds Say Self-Driving Uber SUV Did
Not Recognize Jaywalking
Pedestrian In Fatal Crash
Richard Gonzales November 7, 201910:57 PM ET

The self-driving Uber SUV that struck pedestrian Elaine Herzberg on March 18, 2018, in Tempe,
Ariz.

Tempe Police Department via AP

The self-driving Uber SUV involved in a crash that killed a Tempe, Ariz.,
woman last year did not recognize her as a jaywalking pedestrian and its
braking system was not designed to avoid an imminent collision,
according to a federal report released this week.

07/10/2019, 22)58

IBM's Watson recommended 'unsafe and incorrect' cancer treatments - STAT

Page 1 of 2

https://www.statnews.com/2018/07/25/ibm-watson-recommended-unsafe-incorrect-treatments/

I

1

 2

IBM’s Watson supercomputer recommended ‘unsafe and incorrect’

cancer treatments, internal documents show

By Casey Ross3 @caseymross4 and Ike Swetlitz

July 25, 2018

Alex Hogan/STAT

nternal IBM documents show that its Watson supercomputer often spit out

erroneous cancer treatment advice and that company medical specialists and

customers identified “multiple examples of unsafe and incorrect treatment

recommendations” as IBM was promoting the product to hospitals and physicians

around the world.

The documents — slide decks presented last summer by IBM Watson Health’s

deputy chief health officer — largely blame the problems on the training of

Correctness  
Guarantees
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Machine Learning Pipeline

data preparation model training model deploymentdata predictions

ML software

Machine Learning Development Process
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Machine Learning Pipeline

7

insidious silent bugs

Data Preparation is Fragile

data preparation model training model deploymentdata predictions

https://xkcd.com/2054/

Caterina UrbanFormal Methods for Machine Learning PipelinesVTSA 2024



Caterina UrbanFormal Methods for Machine Learning PipelinesVTSA 2024

Machine Learning Pipeline

8

no predictability and traceability

Model Training is Highly Non-Deterministic

data preparation model training model deploymentdata predictions

https://xkcd.com/1838/
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Machine Learning Pipeline

9

Models Only Give Probabilistic Guarantees

data preparation model trainingdata

https://xkcd.com/2451/

not sufficient for guaranteeing  
an acceptable failure rate  
under any circumstance

model deployment predictions
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Correctness Guarantees

10

software incorrect

correct

Alan Turing Henry Gordon Rice

A Mathematically Proven Hard Problem
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Formal Methods

11

Deductive Verification

Robert W Floyd Tony Hoare

• extremely expressive 
• relies on the user to guide the proof

software incorrect

correct
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Formal Methods

12

Model Checking

incorrect

correct

Edmund Clarke Allen Emerson

• analysis of a model of the software 
• sound and complete with respect to the model

model
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Formal Methods

13

Static Analysis by Abstract Interpretation

software

correct

Radhia CousotPatrick Cousot

• analysis of the source or object code 
• fully automatic and sound by construction 
• generally not complete

unknown%
& alarm
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Formal Methods for ML

15

Robert W. Floyd Tony Hoare

Deductive Verification

Radhia CousotPatrick Cousot

Static Analysis

Edmund Clarke Allen Emerson

Model Checking
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Formal Methods for ML

16

2015

2016

2017

2018

2019

2020

2021

2022

2023

Results for “neural network robustness” on Google Scholar

0 350 700 1050 1400
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Formal Methods  
for Trained Models

data preparation model training model deploymentdata predictions



Caterina UrbanFormal Methods for Machine Learning PipelinesVTSA 2024 18

Neural Networks
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input layer output layerhidden layers

output maxj xN, j

…

x0,0

x0,1

x0,2

x0,|L0|

x0,3 …

xi,j = max {∑
k

wi−1
j,k ⋅ xi−1,k + bi,j, 0}

Rectified Linear Unit (ReLU)

x1,0

x1,1

x1,|L1|

xN,0

xN,|LN|

Neural Networks

19

Feed-Forward ReLU-Activated Neural Networks
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x00 = input() 
x01 = input() 
 
x10 = -0.31 * x00 + 0.99 * x01 + (-0.63) 
x11 = -1.25 * x00 + (-0.64) * x01 + 1.88   

x10 = 0 if x10 < 0 else x10 
x11 = 0 if x11 < 0 else x11 
 
x20 = 0.40 * x10 + 1.21 * x11 + 0.00 
x21 = 0.64 * x10 + 0.69 * x11 + (-0.39) 
  
x20 = 0 if x20 < 0 else x20 
x21 = 0 if x21 < 0 else x21 
 
x30 = 0.26 * x20 + 0.33 * x21 + 0.45 
X31 = 1.42 * x20 + 0.40 * x21 + (-0.45) 
 
return ‘         ’ if x31 < 30 else ‘         ’

x00

x01

x10 x20

x30

x31

-0.31

-0.64

-1.25

0.9
9

-0.63

x11

0.40

0.69

0.00

0.64

1.2
1

x21

0.40

0.26

0.45

1.42

0.3
3

-0.45

-0.391.88

Neural Networks as Programs
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Maximal Trace Semantics

x00 = input() 
x01 = input() 
 
x10 = -0.31 * x00 + 0.99 * x01 + (-0.63) 
x11 = -1.25 * x00 + (-0.64) * x01 + 1.88   

x10 = 0 if x10 < 0 else x10 
x11 = 0 if x11 < 0 else x11 
 
x20 = 0.40 * x10 + 1.21 * x11 + 0.00 
x21 = 0.64 * x10 + 0.69 * x11 + (-0.39) 
  
x20 = 0 if x20 < 0 else x20 
x21 = 0 if x21 < 0 else x21 
 
x30 = 0.26 * x20 + 0.33 * x21 + 0.45 
X31 = 1.42 * x20 + 0.40 * x21 + (-0.45) 
 
return ‘         ’ if x31 < 30 else ‘         ’

[[M]]

M
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Neural Network Verification
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x00 = input() 
x01 = input() 
 
x10 = -0.31 * x00 + 0.99 * x01 + (-0.63) 
x11 = -1.25 * x00 + (-0.64) * x01 + 1.88   

x10 = 0 if x10 < 0 else x10 
x11 = 0 if x11 < 0 else x11 
 
x20 = 0.40 * x10 + 1.21 * x11 + 0.00 
x21 = 0.64 * x10 + 0.69 * x11 + (-0.39) 
  
x20 = 0 if x20 < 0 else x20 
x21 = 0 if x21 < 0 else x21 
 
x30 = 0.26 * x20 + 0.33 * x21 + 0.45 
X31 = 1.42 * x20 + 0.40 * x21 + (-0.45) 
 
return ‘         ’ if x31 < 30 else ‘         ’

M

23

{[[M]]}

Collecting Semantics



Caterina UrbanFormal Methods for Machine Learning PipelinesVTSA 2024

Intuition
Collecting Semantics

24

Property (by extension): set of elements that have that property

Property “being Jun Pang”

Property “being neural network M”

{[[M]]}



Caterina UrbanFormal Methods for Machine Learning PipelinesVTSA 2024

Property Verification

25

ℳ ∈ P ⇔ {ℳ} ⊆ P

[[M]] P
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Stability

Safety

Fairness

Stop Max Speed 100

+ =
Goal G3 in [Kurd03]

Goal G4 in [Kurd03]
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Stop Max Speed 100

+ =Stability

Safety

Fairness

Goal G3 in [Kurd03]

Goal G4 in [Kurd03]
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Stability Verification

28

software

properties

audience

abstract interpretation
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Local Prediction Stability
Prediction is Unaffected by Input Perturbations
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Local Prediction Stability

ℛδ,ϵ
x

def= {[[M]] ∣ STABLEδ,ϵ
x ([[M]])}

 is the set of all neural networks M (or, rather, their semantics )  
that are stable in the neighborhood  of a given input 
ℛδ,ϵ

x [[M]]
Pδ,ϵ(x) x

Distance-Based Perturbations

Pδ,ϵ(x) def= {x′ ∈ ℛ|L0| ∣ δ(x, x′ ) ≤ ϵ}

Example (  distance): L∞ P∞,ϵ(x) def= {x′ ∈ ℛ|L0| ∣ maxi |xi − x′ i | ≤ ϵ}

M ⊧ ℛδ,ϵ
x ⇔ {[[M]]} ⊆ ℛδ,ϵ

x

Theorem

M ⊧ ℛδ,ϵ
x ⇔ [[M]] ⊆ ⋃ℛδ,ϵ

x

Corollary

STABLEδ,ϵ
x (T ) def= ∀t, t′ ∈ T : t0 = x ∧ t′ 0 ∈ Pδ,ϵ(x) ⇒ tω = t′ ω
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Static Analysis Methods
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Abstract Interpretation

€ 2.95 

€ 3.65 

€ 2.25 

€ 5.35 

——— € 3 

———  
€ 3 

——— € 4 ——— 
   € 6

  FALSE ALARM

&
€ 2.25 + 
€ 2.95 + 
€ 3.65 + 
€ 5.35  
—————— 

€ 14.20 

€ 3 + 
€ 3 + 
€ 4 + 
€ 6  
———— 

€ 16

SOFTWARE 

ABSTRACTION

PROPERTY OF INTEREST
SOUNDNESS

COMPLETENESS

Intuition
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Forward Analysis

…

…

1. proceed forwards from 
an abstraction of all 
possible perturbations

2. check output for inclusion  
in expected output: 
included        stable 
otherwise       alarm 

→
→&
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Local Prediction Stability

ℛδ,ϵ
x

def= {[[M]] ∣ STABLEδ,ϵ
x ([[M]])}

 is the set of all neural networks M (or, rather, their semantics )  
that are stable in the neighborhood  of a given input 
ℛδ,ϵ

x [[M]]
Pδ,ϵ(x) x

Distance-Based Perturbations

Pδ,ϵ(x) def= {x′ ∈ ℛ|L0| ∣ δ(x, x′ ) ≤ ϵ}

Example (  distance): L∞ P∞,ϵ(x) def= {x′ ∈ ℛ|L0| ∣ maxi |xi − x′ i | ≤ ϵ}

M ⊧ ℛδ,ϵ
x ⇔ {[[M]]} ⊆ ℛδ,ϵ

x

Theorem

M ⊧ ℛδ,ϵ
x ⇔ [[M]] ⊆ ⋃ℛδ,ϵ

x

Corollary

STABLEδ,ϵ
x (T ) def= ∀t, t′ ∈ T : t′ 0 = x ∧ t0 ∈ Pδ,ϵ(x) ⇒ tω = t′ ω

Theorem

[[M]] ⊆ [[M]]♮ ⊆ ⋃ℛδ,ϵ
x ⇒ M ⊧ ℛδ,ϵ

x
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Example

x00

x01

x10

1

0.5

0.5

1

4

x11

2

-1

1

3

3

0.5

0.75

x20

x30

x31

0

x21

-1.5

1

-14

0.5

-1

-8

0

P(⟨0.5,0.75⟩) def= {x ∈ ℛ × ℛ ∣ 0 ≤ x0 ≤ 1 ∧ 0 ≤ x1 ≤ 1}
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Interval Abstraction

x00

x01

x10

1

0.5

0.5

1

4

x11

2

-1
1

3

3

x20

x30

x31

0

x21

-1.5

1

-14
0.5

-1

-8

0

x00 ↦ [0, 1]

x01 ↦ [0, 1]

x10 ↦ [4, 6]
ReLU

x11 ↦ [3, 4]

x11 ↦ [3, 4]
ReLU

x10 ↦ [4, 6]

x20 ↦ [17, 24]

x20 ↦ [17, 24]

x21 ↦ [0, 3]

x21 ↦ [0, 3]

x30 ↦ [0, 10]

x31 ↦ [−4, 4]

not precise enough!

ReLU

ReLU

xi,j ↦ [a, b]
a, b ∈ ℛ
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Abstract Interpretation

€ 2.95 

€ 3.65 

€ 2.25 

€ 5.35 

€ 2.25 + 
€ 2.95 + 
€ 3.65 + 
€ 5.35  
—————— 

€ 14.20 

——— € 2,5 

———  
€ 3 

——— € 4 ——— 
   € 5,5

€ 2,5 + 
€ 3 + 
€ 4 + 
€ 5,5  
———— 

€ 15

Improving Precision
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Interval Abstraction
with Symbolic Constant Propagation [Li19]

each neuron as a linear combination of the inputs  and the previous ReLUs

xi,j ↦ {∑i−1
k=0 ck ⋅ xk + c ck, c ∈ ℛ|Xk|

[a, b] a, b ∈ ℛ

0 ≤ axi,j ↦ {Ei,j
[a, b]

a < 0 ∧ 0 < bxi,j ↦ {xi,j
[0, b]

b ≤ 0xi,j ↦ {0
[0, 0]

xi,j ↦ {Ei,j
[a, b]

ReLU

xi−1,0 ↦ Ei−1,0…
xi−1,j ↦ Ei−1,j…

xi,j ↦ ∑
k

wi−1
j,k ⋅ Ei−1,k + bi,j

xi, j = ∑
k

wi−1
j,k ⋅ xi−1,k + bi, j
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x00

x01

x10

1

0.5

0.5

1

4

x11

2

-1

1

3

3

x20

x30

x31

0

x21

-1.5

1

-14

0.5

-1

-8

0

x00 ↦ {x00
[0, 1]

x01 ↦ {x01
[0, 1]

x11 ↦ {0.5 ⋅ x00 + 0.5 ⋅ x01 + 3
[3, 4]

x10 ↦ {x00 + x01 + 4
[4, 6] x20 ↦ {2 ⋅ (x00 + x01 + 4) + 3 ⋅ (0.5 ⋅ x00 + 0.5 ⋅ x01 + 3)

[17, 24]

x21 ↦ {(x00 + x01 + 4) − 1 ⋅ (0.5 ⋅ x00 + 0.5 ⋅ x01 + 3)
[1, 2]

x30 ↦ {3 ⋅ x00 + 3 ⋅ x01 + 2
[2, 8]

x31 ↦ {x00 + x01 − 1
[−1, 1]

Interval Abstraction
with Symbolic Constant Propagation [Li19]
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x00

x01

x10

1

0.5

0.5

1

4

x11

2

-1

1

3

3

x20 x30

x40

x41

0

x21

1

-1.5

-14

0.5

-1

x31

1

0.5

1

0

-2

0

-80

0.5

0.75

x00 ↦ {x00
[0, 1]

x01 ↦ {x01
[0, 1]

x30 ↦ {3 ⋅ x00 + 3 ⋅ x01 + 2
[2, 8]

x40 ↦ {1.5 ⋅ x00 + 1.5 ⋅ x01 − 2 ⋅ x31 + 1
[−1, 4]

x41 ↦ {x31
[0, 1]

x31 ↦ {x00 + x01 − 1
[−1, 1]

x31 ↦ {x31
[0, 1]

ReLU

not precise enough!

Interval Abstraction
with Symbolic Constant Propagation [Li19]
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DeepPoly [Singh19]

maintain symbolic lower- and  upper-bounds for each neuron  + convex ReLU approximations

xi+1,j ↦ {[∑k ci,k ⋅ xi,k + c, ∑k di,k ⋅ xi,k + d] ci,k, c, di,k, d ∈ ℛ
[a, b] a, b ∈ ℛ

ba x

ReLU(x)

ReLU(x) ≤
b(x − a)

b − a

0 ≤ ReLU(x)

xi,j ↦ [0, b(xi,j − a)
b − a ]

[0, b]

ba x

ReLU(x)

ReLU(x) ≤
b(x − a)

b − a

    
   

x ≤ ReL
U(x)

xi,j ↦ [xi,j,
b(xi,j − a)

b − a ]
[a, b]

xi,j ↦ {[Li,j, Ui,j]
[a, b]

xi,j ↦ {[Li,j, Ui,j]
[a, b]

xi,j ↦ {[0, 0]
[0, 0]

0 ≤ a

b ≤ 0

ReLU

ReLU

ReLU a < 0 ∧ 0 < b

b ≤ − a

−a < b
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DeepPoly [Singh19]

x00

x01

x10

1

0.5

0.5

1

4

x11

2

-1

1

3
3

x20 x30

x40

x41

0

x21

1

-1.5

-14

0.5

-1

x31

1

0.5

1

0

-2

0

-80

0.5

0.75

x00 ↦ {[x00, x00]
[0, 1]

x01 ↦ {[x01, x01]
[0, 1]

x10 ↦ {[x00 + x01 + 4, x00 + x01 + 4]
[4, 6]

x11 ↦ {[0.5 ⋅ x00 + 0.5 ⋅ x01 + 3, 0.5 ⋅ x00 + 0.5 ⋅ x01 + 3]
[3, 4]
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DeepPoly [Singh19]

x00

x01

x10

1

0.5

0.5

1

4

x11

2

-1

1

3
3

x20 x30

x40

x41

0

x21

1

-1.5

-14

0.5

-1

x31

1

0.5

1

0

-2

0

-80

0.5

0.75

x00 ↦ {[x00, x00]
[0, 1]

x01 ↦ {[x01, x01]
[0, 1]

x20 ↦ {[2 ⋅ x10 + 3 ⋅ x11, 2 ⋅ x10 + 3 ⋅ x11]
[17, 24]

x21 ↦ {[x10 − x11, x10 − x11]
[1, 2]
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x30 ↦ {[x20 − x21 − 14, x20 − x21 − 14]
[2, 8]

45

DeepPoly [Singh19]

x00

x01

x10

1

0.5

0.5

1

4

x11

2

-1

1

3
3

x20 x30

x40

x41

0

x21

1

-1.5

-14

0.5

-1

x31

1

0.5

1

0

-2

0

-80

0.5

0.75

x00 ↦ {[x00, x00]
[0, 1]

x01 ↦ {[x01, x01]
[0, 1]

x31 ↦ {[0.5 ⋅ x20 − 1.5 ⋅ x21 − 8, 0.5 ⋅ x20 − 1.5 ⋅ x21 − 8]
[−1, 1]

x31 ↦ {[0, 0.5 ⋅ x31 + 0.5]
[0, 1]

ReLU

ba
x

ReLU(x)

ReLU(x) ≤
b (x − a)

b − a

0 ≤ ReLU(x)
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DeepPoly [Singh19]

x00

x01

x10

1

0.5

0.5

1

4

x11

2

-1

1

3
3

x20 x30

x40

x41

0

x21

1

-1.5

-14

0.5

-1

x31

1

0.5

1

0

-2

0

-80

0.5

0.75

x00 ↦ {[x00, x00]
[0, 1]

x01 ↦ {[x01, x01]
[0, 1]

x40 ↦ {[0.5 ⋅ x30 − 2 ⋅ x31 + 1, 0.5 ⋅ x30 − 2 ⋅ x31 + 1]
[2, 5]
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DeepPoly [Singh19]

x30 ↦ {[x20 − x21 − 14, x20 − x21 − 14]
[2, 8] x31 ↦ {[0, 0.5 ⋅ (0.5 ⋅ x20 − 1.5 ⋅ x21 − 8) + 0.5]

[0, 1]

x40 ↦ {[0.5 ⋅ x30 − 2 ⋅ x31 + 1, 0.5 ⋅ x30 − 2 ⋅ x31 + 1]
[2, 5]

x40 ↦ {[x21 + 1, 0.5 ⋅ x20 − 0.5 ⋅ x21 − 6]
[2, 5]

x40 ↦ {[x10 − x11 + 1, 0.5 ⋅ x10 + 2 ⋅ x11 − 6]
[2, 5]

x40 ↦ {[0.5 ⋅ x00 + 0.5 ⋅ x01 + 2, 1.5 ⋅ x00 + 1.5 ⋅ x11 + 2]
[2, 5]

x10 ↦ {[x00 + x01 + 4, x00 + x01 + 4]
[4, 6] x11 ↦ {[0.5 ⋅ x00 + 0.5 ⋅ x01 + 3, 0.5 ⋅ x00 + 0.5 ⋅ x01 + 3]

[3, 4]

x20 ↦ {[2 ⋅ x10 + 3 ⋅ x11, 2 ⋅ x10 + 3 ⋅ x11]
[17, 24] x21 ↦ {[x10 − x11, x10 − x11]

[1, 2]

x00 ↦ [0, 1] x01 ↦ [0, 1]
Back-Substitution
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DeepPoly [Singh19]

x00 ↦ [0, 1] x01 ↦ [0, 1]

x30 ↦ {[x20 − x21 − 14, x20 − x21 − 14]
[2, 8]

x10 ↦ {[x00 + x01 + 4, x00 + x01 + 4]
[4, 6] x11 ↦ {[0.5 ⋅ x00 + 0.5 ⋅ x01 + 3, 0.5 ⋅ x00 + 0.5 ⋅ x01 + 3]

[3, 4]

x20 ↦ {[2 ⋅ x10 + 3 ⋅ x11, 2 ⋅ x10 + 3 ⋅ x11]
[17, 24] x21 ↦ {[x10 − x11, x10 − x11]

[1, 2]

Partial Back-Substitution

x40 ↦ {[0.5 ⋅ x30 − 2 ⋅ x31 + 1, 0.5 ⋅ x30 − 2 ⋅ x31 + 1]
[0, 5]

x40 ↦ {[x21 + 1, 0.5 ⋅ x20 − 0.5 ⋅ x21 − 6]
[2, 5 . 5]

x40 ↦ {[x10 − x11 + 1, 0.5 ⋅ x10 + 2 ⋅ x11 − 6]
[1, 5]

x40 ↦ {[0.5 ⋅ x00 + 0.5 ⋅ x01 + 2, 1.5 ⋅ x00 + 1.5 ⋅ x11 + 2]
[2, 5]

x31 ↦ {[0, 0.5 ⋅ (0.5 ⋅ x20 − 1.5 ⋅ x21 − 8) + 0.5]
[0, 1]
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DeepPoly [Singh19]

x00

x01

x10

1

0.5

0.5

1

4

x11

2

-1

1

3
3

x20 x30

x40

x41

0

x21

1

-1.5

-14

0.5

-1

x31

1

0.5

1

0

-2

0

-80

0.5

0.75

x00 ↦ {[x00, x00]
[0, 1]

x01 ↦ {[x01, x01]
[0, 1]

x41 ↦ {[x31, x31]
[0, 1]

x40 ↦ {[0.5 ⋅ x30 − 2 ⋅ x31 + 1, 0.5 ⋅ x30 − 2 ⋅ x31 + 1]
[2, 5]
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DeepPoly [Singh19]

x00 ↦ [0, 1] x01 ↦ [0, 1]

x30 ↦ {[x20 − x21 − 14, x20 − x21 − 14]
[2, 8] x31 ↦ {[0, 0.5 ⋅ (0.5 ⋅ x20 − 1.5 ⋅ x21 − 8) + 0.5]

[0, 1]

x10 ↦ {[x00 + x01 + 4, x00 + x01 + 4]
[4, 6] x11 ↦ {[0.5 ⋅ x00 + 0.5 ⋅ x01 + 3, 0.5 ⋅ x00 + 0.5 ⋅ x01 + 3]

[3, 4]

x20 ↦ {[2 ⋅ x10 + 3 ⋅ x11, 2 ⋅ x10 + 3 ⋅ x11]
[17, 24] x21 ↦ {[x10 − x11, x10 − x11]

[1, 2]

x41 ↦ {[x31, x31]
[0, 1]

x41 ↦ {[0, 0.25 ⋅ x20 − 0.75 ⋅ x21 − 3.5]
[0, 1]

x41 ↦ {[0, − 0.25 ⋅ x10 + 1.5 ⋅ x11 − 3.5]
[0, 1]

x41 ↦ {[0, 0.5 ⋅ x00 + 0.5 ⋅ x01]
[0, 1]

Back-Substitution
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DeepPoly [Singh19]

x00

x01

x10

1

0.5

0.5

1

4

x11

2

-1

1

3
3

x20 x30

x40

x41

0

x21

1

-1.5

-14

0.5

-1

x31

1

0.5

1

0

-2

0

-80

0.5

0.75

x00 ↦ {[x00, x00]
[0, 1]

x01 ↦ {[x01, x01]
[0, 1]

x41 ↦ {[x31, x31]
[0, 1]

x40 ↦ {[0.5 ⋅ x30 − 2 ⋅ x31 + 1, 0.5 ⋅ x30 − 2 ⋅ x31 + 1]
[2, 5]
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DeepPoly [Singh19]

Maintaining Symbolic Bounds wrt Inputs 

x00

x01

x10

1

-1

1

1

0

x11

1

-1

1

1

0

x20

x30

x31

0

x21

1

1

1

0

1

0

0

x00 ↦ {[x00, x00]
[−1, 1]

x01 ↦ {[x01, x01]
[−1, 1]

x11 ↦ {[x00 − x01, x00 − x01]
[−2, 2]

x11 ↦ [0, 0.5 ⋅ x11 + 1] → [0, 0.5 ⋅ x00 − 0.5 ⋅ x01 + 1]
ReLU

x10 ↦ {[x00 + x01, x00 + x01]
[−2, 2]

x10 ↦ [0, 0.5 ⋅ x10 + 1] → [0, 0.5 ⋅ (x00 + x01) + 1] = [0, 0.5 ⋅ x00 + 0.5 ⋅ x01 + 1]
ReLU

x40

1

-1
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DeepPoly [Singh19]

Maintaining Symbolic Bounds wrt Inputs 

x00

x01

x10

1

-1

1

1

0

x11

1

-1

1

1

0

x20

x30

x31

0

x21

1

1

1

0

1

0

0

x00 ↦ {[x00, x00]
[−1, 1]

x01 ↦ {[x01, x01]
[−1, 1]

x21 ↦ {[x10 − x11, x10 − x11] → [−0.5 ⋅ x00 + 0.5 ⋅ x01 − 1, 0.5 ⋅ x00 − 0.5 ⋅ x01 + 1]
[−2, 2]

x20 ↦ {[x10 + x11, x10 + x11] → [0, x00 + 2]
[0, 3]

x11 ↦ [0, 0.5 ⋅ x11 + 1] → [0, 0.5 ⋅ x00 − 0.5 ⋅ x01 + 1]

x10 ↦ [0, 0.5 ⋅ x10 + 1] → [0, 0.5 ⋅ (x00 + x01) + 1] = [0, 0.5 ⋅ x00 + 0.5 ⋅ x01 + 1]

x40

1

-1
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DeepPoly [Singh19]

Maintaining Symbolic Bounds wrt Inputs 

x00

x01

x10

1

-1

1

1

0

x11

1

-1

1

1

0

x20

x30

x31

0

x21

1

1

1

0

1

0

0

x00 ↦ {[x00, x00]
[−1, 1]

x01 ↦ {[x01, x01]
[−1, 1]

x21 ↦ {[x10 − x11, x10 − x11] → [−0.5 ⋅ x00 + 0.5 ⋅ x01 − 1, 0.5 ⋅ x00 − 0.5 ⋅ x01 + 1]
[−2, 2]

x20 ↦ {[x10 + x11, x10 + x11] → [0, x00 + 2]
[0, 3]

x21 ↦ [0, 0.5 ⋅ x21 + 1] → [0, 0.25 ⋅ x00 − 0.25 ⋅ x01 + 1.5]
ReLU

x40

1

-1



Caterina UrbanFormal Methods for Machine Learning PipelinesVTSA 2024 55

DeepPoly [Singh19]

Maintaining Symbolic Bounds wrt Inputs 

x00

x01

x10

1

-1

1

1

0

x11

1

-1

1

1

0

x20

x30

x31

0

x21

1

1

1

0

1

0

0

x00 ↦ {[x00, x00]
[−1, 1]

x01 ↦ {[x01, x01]
[−1, 1]

x31 ↦ {[x21, x21] → [0, 0.25 ⋅ x00 − 0.25 ⋅ x01 + 1.5]
[0, 2]

x20 ↦ {[x10 + x11, x10 + x11] → [0, x00 + 2]
[0, 3]

x21 ↦ [0, 0.5 ⋅ x21 + 1] → [0, 0.25 ⋅ x00 − 0.25 ⋅ x01 + 1.5]

x30 ↦ {[x20 + x21 + 1, x20 + x21 + 1] → [1, 1.25 ⋅ x00 − 0.25 ⋅ x01 + 4.5]
[1, 6]  with back-substitution  ← [1, 5 . 5]

x40

1

-1
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DeepPoly [Singh19]

Maintaining Symbolic Bounds wrt Inputs 

x00

x01

x10

1

-1

1

1

0

x11

1

-1

1

1

0

x20

x30

x31

0

x21

1

1

1

0

1

0

0

x00 ↦ {[x00, x00]
[−1, 1]

x01 ↦ {[x01, x01]
[−1, 1]

x31 ↦ {[x21, x21] → [0, 0.25 ⋅ x00 − 0.25 ⋅ x01 + 1.5]
[0, 2]

x30 ↦ {[x20 + x21 + 1, x20 + x21 + 1] → [1, 1.25 ⋅ x00 − 0.25 ⋅ x01 + 4.5]
[1, 6]  with back-substitution  ← [1, 5 . 5]

x40 ↦ {
…
[−1, 6] ←  with back-substitution  ← [1, 4]

x40

1

-1
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Other Static Analysis Methods
• T. Gehr, M. Mirman, D. Drachsler-Cohen, P. Tsankov, S. Chaudhuri, and M. 

Vechev. AI2: Safety and Robustness Certification of Neural Networks with 
Abstract Interpretation. In S&P, 2018.  
the first use of abstract interpretation for verifying neural networks


• G. Singh, T. Gehr, M. Mirman, M. Püschel, and M. Vechev. Fast and Effective 
Robustness Certification. In NeurIPS, 2018. 
a custom zonotope domain for certifying neural networks 


• G. Singh, R. Ganvir, M. Püschel, and M. Vechev. Beyond the Single Neuron 
Convex Barrier for Neural Network Certification. In NeurIPS, 2019.  
a framework to jointly approximate k ReLU activations 

• M. N. Müller, G. Makarchuk, G. Singh, M. Püschel, and M. Vechev. PRIMA: 
General and Precise Neural Network Certification via Scalable Convex Hull 
Approximations. In POPL, 2022.  
a multi-neuron abstraction via a convex-hull approximation algorithm
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Local Prediction Stability
Not Enough!

8 8 8 8 8 8 8
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Stability Instability

59

Local Explanation Stability [Munakata23]

Input

Saliency Map

Expected Saliency

Distance

δ = 4
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Example

60
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1
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1
1

2
1

3
1
2
1

-1

-3

-4

1

1
1
-2

-1

2
1

0.25

2

0.25

5.25

-2.75

1*0.25 - 3*1+1*0.5 + 2*0.75 + 4 = 0.25  0.25ReLU⟶x1

x2

x3

x4
-1 * (x1 - 3*x2 + x3 - 2*x4) +  
2 * (x1 + x2 + 2*x3 + x4) + 

1 * (3* x1 + x2 + 2*x3 + x4) = 
4*x1 + 6*x2 + 5*x3 +  5*x4

Saliency Maps
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Semantic Perturbations
Example

61
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0.75

1

0.5

4
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5

5

Brightness 
Decrease

-0.25

0

0.5
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0.25

1

5
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Saliency Map Stability
Example

62
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1

0.5

4 6

5 5

1 3

1 2

0.5

0.75

0.25

0

1 5

3 4

0 0.5

0 0.25

1 3

1 2

1 3

1 2

0

0 0

0.25 0

0 0

0

distance = 3.87 distance = 6.56 distance = 6.56 distance = 6.56
δ = 4
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Example

64
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1
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Encoding Semantic Perturbations [Mohapatra20]
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Activation Patterns
Example

65
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1

Saliency Map Stability

Prediction Stability

0

1/14

1

1/14

0 1

δ = 4

1*(-1*β + 0.25) - 3*(-1*β + 1)  
+1*(-1*β + 0.5) - 2*(-1*β + 0.75) + 4 ≥ 0

1*(-1*β + 0.25) + 1*(-1*β + 1)  
+ 2*(-1*β + 0.5) + 1*(-1*β + 0.75) - 1 ≥ 0 

3*(-1*β + 0.25) + 1*(-1*β + 1)  
+2*(-1*β + 0.5) + 1*(-1*β + 0.75) - 3 ≥ 0

1*(x1) - 3*(x2) + 1*(x3) - 2*(x4) + 4 ≥ 0

1*(x1) + 1*(x2) + 2*(x3) + 1*(x4) - 1 ≥ 0

3*(x1) + 1*(x2) + 2*(x3) + 1*(x4) - 3 ≥ 0

-1*β + 0.25 ≥ 0

-1*β + 1 ≥ 0

-1*β + 0.5 ≥ 0

-1*β + 0.75 ≥ 0
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Prediction Stability
Example
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5.25 - 20β

1*(-1*β + 0.25) - 3*(-1*β + 1)  
+1*(-1*β + 0.5) - 2*(-1*β + 0.75) + 4  

1*(-1*β + 0.25) + 1*(-1*β + 1)  
+2*(-1*β + 0.5) + 1*(-1*β + 0.75) - 1

3*(-1*β + 0.25) + 1*(-1*β + 1)  
+2*(-1*β + 0.5) + 1*(-1*β + 0.75) - 3

-1*β + 0.25

-1*β + 1

-1*β + 0.5

-1*β + 0.75

12β - 2.75

5.25 - 20β > 12β - 2.75
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Saliency Map Stability
Example
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δ = 4

-1 * (x1 - 3*x2 + x3 - 2*x4) +  
2 * (x1 + x2 + 2*x3 + x4) +  

1 * (3* x1 + x2 + 2*x3 + x4) = 
4*x1 + 6*x2 + 5*x3 +  5*x4
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Naïve Breadth-First Search
Example
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+2*(-1*β + 0.5) + 1*(-1*β + 0.75) - 3

-1*β + 0.25

-1*β + 1

-1*β + 0.5

-1*β + 0.75

-2β - 1.75

0.25

0.25

4.75 - 13β > -2β - 1.75



Caterina UrbanFormal Methods for Machine Learning PipelinesVTSA 2024 69

Example
Naïve Breadth-First Search
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Example
Naïve Breadth-First Search
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Naïve Breadth-First Search
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Geometric Boundary Search [Munakata23]

72
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Experimental Results
Geometric Boundary Search

73

Saliency Map Stability (SMS)

Prediction Stability (PS)

gbs-SMS
gbs-PSMS

gbs-PS
bfs 

gbs-SMS
gbs-PSMS

gbs-PS
bfs 

EXPONENTIAL COST
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Abstract (Boundary) Search

74
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Safety

75

Stop Max Speed 100

+ =Stability

Safety

Fairness

Goal G3 in [Kurd03]

Goal G4 in [Kurd03]
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Safety Verification

76

software

properties

audience

abstract interpretation
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ACAS Xu [Julian16][Katz17]

Airborne Collision Avoidance System for Unmanned Aircraft
implemented using 45 feed-forward fully-connected ReLU networks

A DNN implementation of ACAS Xu presents new certification challenges.
Proving that a set of inputs cannot produce an erroneous alert is paramount
for certifying the system for use in safety-critical settings. Previous certification
methodologies included exhaustively testing the system in 1.5 million simulated
encounters [20], but this is insufficient for proving that faulty behaviors do not
exist within the continuous DNNs. This highlights the need for verifying DNNs
and makes the ACAS Xu DNNs prime candidates on which to apply Reluplex.

Network Functionality. The ACAS Xu system maps input variables to action
advisories. Each advisory is assigned a score, with the lowest score corresponding
to the best action. The input state is composed of seven dimensions (shown in
Fig. 6) which represent information determined from sensor measurements [19]:
(i) ρ: Distance from ownship to intruder; (ii) θ: Angle to intruder relative to
ownship heading direction; (iii) ψ: Heading angle of intruder relative to ownship
heading direction; (iv) vown: Speed of ownship; (v) vint: Speed of intruder; (vi) τ :
Time until loss of vertical separation; and (vii) aprev: Previous advisory. There
are five outputs which represent the different horizontal advisories that can be
given to the ownship: Clear-of-Conflict (COC), weak right, strong right, weak
left, or strong left. Weak and strong mean heading rates of 1.5 ◦/s and 3.0 ◦/s,
respectively.

Ownship

vown

Intruder

vint

ρ

ψ

θ

Fig. 6: Geometry for ACAS Xu Horizontal Logic Table

The array of 45 DNNs was produced by discretizing τ and aprev, and produc-
ing a network for each discretized combination. Each of these networks thus has
five inputs (one for each of the other dimensions) and five outputs. The DNNs
are fully connected, use ReLU activation functions, and have 6 hidden layers
with a total of 300 ReLU nodes each.

Network Properties. It is desirable to verify that the ACAS Xu networks
assign correct scores to the output advisories in various input domains. Fig. 7
illustrates this kind of property by showing a top-down view of a head-on en-
counter scenario, in which each pixel is colored to represent the best action if
the intruder were at that location. We expect the DNN’s advisories to be con-
sistent in each of these regions; however, Fig. 7 was generated from a finite set

5 input sensor measurements 

• : distance from ownship to intruder

• : angle to intruder relative to ownship heading direction

• : heading angle to intruder relative to ownship heading direction

• : speed of ownship

• : speed of intruder

ρ
θ
ψ
vown
vint

22 / 30

Properties of Interest

1. No unnecessary turning advisories
2. Alerting regions are consistent
3. Strong alerts do not appear when vertical separation 

is large

5 output horizontal advisories 

• Strong Left

• Weak Left

• Clear of Conflict

• Weak Right

• Strong Right
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ACAS Xu Properties [Katz17]

Example: “if intruder is near and approaching from the left, go Strong Right”

250 ≤ ρ ≤ 400

0.2 ≤ θ ≤ 0.4

…

…

…

…

…

…

…
…

ρ

θ

ψ

vown

vint

SL

WL

CoC

WR

SR
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Safety

M ⊧ 𝒮I
O ⇔ {[[M]]} ⊆ 𝒮I

O

Theorem

M ⊧ 𝒮I
O ⇔ [[M]] ⊆ ⋃𝒮I

O

Corollary

𝒮I
O

def= {[[M]] ∣ SAFEI
O([[M]])}

 is the set of all neural networks M (or, rather, their semantics )  
that satisfy the input and output specification  and 
𝒮I

O [[M]]
I O

SAFEI
O([[M]]) def= ∀t ∈ [[M]] : t0 ⊧ I ⇒ tω ⊧ O

Input-Output Properties
: input specificationI
: output specificationO
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Model Checking Methods
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Safety
Example

lj ≤ x0,j ≤ uj xN > 0
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SMT-Based Methods
Verification Reduced to Constraint Satisfiability 

lj ≤ x0,j ≤ uj

xN ≤ 0

j ∈ {0,…, |X0 |}

 i ∈ {1,…, n − 1},
j ∈ {0,…, |Xi |}

i ∈ {0,…, n − 1}̂xi+1,j =
|Xi|

∑
k=0

wi
j,k ⋅ xi,k + bi,j

xi,j = max{0, ̂xi,j}

input specification

(negation of)  
output specification

satisfiable       counterexample 
otherwise       safe

→
→
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Planet use approximations to  reduce the solution search space

0 ≤ xi,j
x̂i,j ≤ xi,j

xi,j ≤
bi,j

bi,j − ai,j
⋅ (x̂i,j − ai,j)

xi,j = max{0, ̂xi,j}

ba ̂x

x

0 ≤ x

x ≤
b
b − a

⋅ (x̂ − a)

x̂ ≤ x

R. Ehlers - Formal Verification of Piece-Wise Linear Feed-Forward Neural Networks (ATVA 2017)
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Reluplex

G. Katz et al. - Reluplex: An Efficient SMT Solver for Verifying Deep Neural Networks (CAV 2017)

based on the simplex algorithm  extended to support ReLUs

Variable Value
x00

x̂ij

xN

…

xij
…

v00

̂vij

vN

…

vij
…

Variable Value
x00

x̂ij

xN

…

xij
…

v00

̂v′ ij

vN

…

vij
…

Variable Value
x00

x̂ij

xN

…

xij
…

v00

̂v′ ij

vN

…

0
…

Variable Value
x00

x̂ij

xN

…

xij
…

v00

̂v′ ij

vN

…

̂v′ ij
…
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Reluplex

G. Katz et al. - Reluplex: An Efficient SMT Solver for Verifying Deep Neural Networks (CAV 2017)

based on the simplex algorithm  extended to support ReLUs

Variable Value
x00

x̂ij

xN

…

xij
…

v00

̂vij

vN

…

vij
…

Variable Value
x00

x̂ij

xN

…

xij
…

v00

̂v′ ij

vN

…

vij
…

Variable Value
x00

x̂ij

xN

…

xij
…

v00

̂v′ ij

vN

…

0
…

Variable Value
x00

x̂ij

xN

…

xij
…

v00

̂v′ ij

vN

…

̂v′ ij
…

Follow-up Work
 
G. Katz et al. - The 
Marabou Framework for 
Verification and Analysis 
of Deep Neural Networks 
(CAV 2019)
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Other SMT-Based Methods
• L. Pulina and A. Tacchella. An Abstraction-Refinement Approach to Verification 

of Artificial Neural Networks. In CAV, 2010. 
the first formal verification method for neural networks 


• O. Bastani, Y. Ioannou, L. Lampropoulos, D. Vytiniotis, A. Nori, and A. 
Criminisi. Measuring Neural Net Robustness with Constraints. In NeurIPS, 2016. 
an approach for finding the nearest adversarial example according to the 
L∞ distance


• X. Huang, M. Kwiatkowska, S. Wang, and M. Wu. Safety Verification of Deep 
Neural Networks. In CAV, 2017.  
an approach for proving local robustness to adversarial perturbations


• N. Narodytska, S. Kasiviswanathan, L. Ryzhyk, M. Sagiv, and T. Walsh. 
Verifying Properties of Binarized Deep Neural Networks. In AAAI, 2018. 
C. H. Cheng, G. Nührenberg, C. H. Huang, and H. Ruess. Verification of 
Binarized Neural Networks via Inter-Neuron Factoring. In VSTTE, 2018. 
approaches focusing on binarized neural networks
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MILP-Based Methods
Verification Reduced to Mixed Integer Linear Program

δi,j ∈ {0, 1}
i ∈ {1,…, n − 1}
j ∈ {0,…, |Xi |}

i ∈ {0,…, n − 1}̂xi+1,j =
|Xi|

∑
k=0

wi
j,k ⋅ xi,k + bi,j

xi,j = δi,j ⋅ ̂xi,j
δi,j = 1 ⇒ ̂xi,j ≥ 0
δi,j = 0 ⇒ ̂xi,j < 0

lj ≤ x0,j ≤ uj j ∈ {0,…, |X0 |} input specification

min xN objective function
       counterexample 

otherwise       safe
min xN ≤ 0 →

→
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δi,j ∈ {0, 1}
i ∈ {1,…, n − 1}
j ∈ {0,…, |Xi |}

i ∈ {0,…, n − 1}̂xi+1,j =
|Xi|

∑
k=0

wi
j,k ⋅ xi,k + bi,j

MILP-Based Methods
Bounded Encoding with Symmetric Bounds

0 ≤ xi,j ≤ Mi,j ⋅ δi,j
̂xi,j ≤ xi,j ≤ ̂xi,j − Mi,j ⋅ (1 − δi,j)

Mi,j = max{−li, ui}
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̂xi+1,j =
|Xi|

∑
k=0

wi
j,k ⋅ xi,k + bi,j

0 ≤ xi,j ≤ Mi,j ⋅ δi,j
̂xi,j ≤ xi,j ≤ ̂xi,j − Mi,j ⋅ (1 − δi,j)

Mi,j = max{−li, ui}

lj ≤ x0,j ≤ uj

Sherlock
Output Range Analysis

use local search to  speed up the MILP solver

find another input   
such that 

X̂
L̂ ≤ xN

xN < L̂

S. Dutta et al. - Output Range Analysis for Deep Feedforward Neural Networks (NFM 2018)
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δi,j ∈ {0, 1}
i ∈ {1,…, n − 1}
j ∈ {0,…, |Xi |}

i ∈ {0,…, n − 1}̂xi+1,j =
|Xi|

∑
k=0

wi
j,k ⋅ xi,k + bi,j

MILP-Based Methods
Bounded Encoding with Asymmetric Bounds

0 ≤ xi,j ≤ ui,j ⋅ δi,j
̂xi,j ≤ xi,j ≤ ̂xi,j − li,j ⋅ (1 − δi,j)
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δi,j ∈ {0, 1}
i ∈ {1,…, n − 1}
j ∈ {0,…, |Xi |}

i ∈ {0,…, n − 1}̂xi+1,j =
|Xi|

∑
k=0

wi
j,k ⋅ xi,k + bi,j

MIPVerify
Finding Nearest Adversarial Example

0 ≤ xi,j ≤ ui,j ⋅ δi,j
̂xi,j ≤ xi,j ≤ ̂xi,j − li,j ⋅ (1 − δi,j)

V. Tjeng et al. - Evaluating Robustness of Neural Networks with Mixed Integer Programming (ICLR 2019)

minX′ d(X, X′ )

xN ≠ O
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Other MILP-Based Methods
• R. Bunel, I. Turkaslan, P. H. S. Torr, P. Kohli, and M. P. Kumar. A Unified 

View of Piecewise Linear Neural Network Verification. In NeurIPS, 2018. 
a unifying verification framework for piecewise-linear ReLU neural 
networks


• C.-H. Cheng, G. Nührenberg, and H. Ruess. Maximum Resilience of 
Artificial Neural Networks. In ATVA, 2017.  
an approach for finding a lower bound on robustness to adversarial 
perturbations


• M. Fischetti and J. Jo. Deep Neural Networks and Mixed Integer Linear 
Optimization. 2018.  
an approach for feature visualization and building adversarial examples
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Static Analysis Methods
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Forward Analysis

…

…

1. proceed forwards from 
an abstraction of the 
input specification I

2. check output for inclusion  
in output specification : 
included        safe 
otherwise       alarm 

O
→
→&
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Safety

M ⊧ 𝒮I
O ⇔ {[[M]]} ⊆ 𝒮I

O

Theorem

M ⊧ 𝒮I
O ⇔ [[M]] ⊆ ⋃𝒮I

O

Corollary

𝒮I
O

def= {[[M]] ∈ 𝒫(Σ*) ∣ SAFEI
O([[M]])}

 is the set of all neural networks M (or, rather, their semantics )  
that satisfy the input and output specification  and 
𝒮I

O [[M]]
I O

SAFEI
O([[M]]) def= ∀t ∈ [[M]] : t0 ⊧ I ⇒ tω ⊧ O

Input-Output Properties
: input specificationI
: output specificationO

[[M]] ⊆ [[M]]♮ ⊆ ⋃𝒮I
O ⇒ M ⊧ 𝒮I

O

Theorem
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Example

x00

x01

x10

1

-1

1

1

0

x11

1

-1
1

1

0

x20

x30

x31

0

x21

1

1

1
0

1

-1.25

0

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1 Clear of Conflict
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DeepPoly[Singh19] 

x00

x01

x10

1

-1

1

1

0

x11

1

-1
1

1

0

x20

x30

x31

0

x21

1

1

1
0

1

-1.25

0

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1 Clear of Conflict

Strong Turn

x01 ↦ {[x01, x01]
[−1, 1]

x00 ↦ {[x00, x00]
[0, 1]

x11 ↦ {[x00 − x01, x00 − x01]
[−1, 2]

x11 ↦ {[x11, 2
3 ⋅ x11 + 2

3 ]
[−1, 2]

ReLU

x10 ↦ {[x00 + x01, x00 + x01]
[−1, 2]

x10 ↦ {[x10, 2
3 ⋅ x10 + 2

3 ]
[−1, 2]ReLU

ba
x

ReLU(x)

ReLU(x) ≤
b (x − a)

b − a

    
   x

≤ ReLU(x)
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DeepPoly[Singh19] 

x00

x01

x10

1

-1

1

1

0

x11

1

-1
1

1

0

x20

x30

x31

0

x21

1

1

1
0

1

-1.25

0

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1 Clear of Conflict

Strong Turn

x01 ↦ {[x01, x01]
[−1, 1]

x00 ↦ {[x00, x00]
[0, 1]

x20 ↦ {
[x10 + x11, x10 + x11]
[0, 8

3 ]

x21 ↦ {
[x10 − x11, x10 − x11]
[− 7

3 , 7
3 ]

x21 ↦
[0, 0.5 ⋅ x21 + 7

6 ]

[0, 7
3 ]

ReLU

ba
x

ReLU(x)

ReLU(x) ≤
b (x − a)

b − a

0 ≤ ReLU(x)
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DeepPoly[Singh19] 

x00

x01

x10

1

-1

1

1

0

x11

1

-1
1

1

0

x20

x30

x31

0

x21

1

1

1
0

1

-1.25

0

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1 Clear of Conflict

Strong Turn

x01 ↦ {[x01, x01]
[−1, 1]

x00 ↦ {[x00, x00]
[0, 1]

x30 ↦ {[x20 + x21 + 1, x20 + x21 + 1]
[1, 5 . 5]

x31 ↦
[x21 − 1.25, x21 − 1.25]
[−1 . 25, 13

12 ]

not precise enough!
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Interval Abstraction
with Symbolic Constant Propagation [Li19]

x00

x01

x10

1

-1

1

1

0

x11

1

-1
1

1

0

x20

x30

x31

0

x21

1

1

1
0

1

-1.25

0

Clear of Conflict

Strong Turn−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1

x01 ↦ {x01
[−1, 1]

x00 ↦ {x00
[0, 1]

x10 ↦ {x00 + x01
[−1, 2] x10 ↦ {x10

[0, 2]

x11 ↦ {x11
[0, 2]x11 ↦ {x00 − x01

[−1, 2]
ReLU

ReLU
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Interval Abstraction
with Symbolic Constant Propagation [Li19]

x00

x01

x10

1

-1

1

1

0

x11

1

-1
1

1

0

x20

x30

x31

0

x21

1

1

1
0

1

-1.25

0

Clear of Conflict

Strong Turn−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1

x01 ↦ {x01
[−1, 1]

x00 ↦ {x00
[0, 1]

x20 ↦ {x10 + x11
[0, 4]

x21 ↦ {x21
[0, 2]x21 ↦ {x10 − x11

[−2, 2]
ReLU
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Interval Abstraction
with Symbolic Constant Propagation [Li19]

x00

x01

x10

1

-1

1

1

0

x11

1

-1
1

1

0

x20

x30

x31

0

x21

1

1

1
0

1

-1.25

0

Clear of Conflict

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1

x01 ↦ {x01
[−1, 1]

x00 ↦ {x00
[0, 1]

x30 ↦ {x10 + x11 + x21 + 1
[1, 7]

x31 ↦ {x21 − 1.25
[−1 . 25, 0 . 75]
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Interval Abstraction
with Symbolic Constant Propagation [Li19]

x00

x01

x10

1

-1

1

1

0

x11

1

-1
1

1

0

x20

x30

x31

0

x21

1

1

1
0

1

-1.25

0

Clear of Conflict

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1

x01 ↦ {x01
[−1, 1]

x00 ↦ {x00
[0, 1]

x30 ↦ {x10 + x11 + x21 + 1
[1, 7]

x31 ↦ {x21 − 1.25
[−1 . 25, 0 . 75]
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DeepPoly[Singh19] 

x00

x01

x10

1

-1

1

1

0

x11

1

-1

1

1

0

x20

x30

x31

0

x21

1

1

1

0

1

-1.25

0

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1 Clear of Conflict

Strong Turn

x01 ↦ {[x01, x01]
[−1, 1]

x00 ↦ {[x00, x00]
[0, 1]

x30 ↦ {[x20 + x21 + 1, x20 + x21 + 1]
[1, 5 . 5]

x31 ↦
[x21 − 1.25, x21 − 1.25]
[−1 . 25, 13

12 ]

not precise enough!
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x00

x01

x10

1

0.5

0.5

1

4

x11

2

-1

1

3

3

x20 x30

x40

x41

0

x21

1

-1.5

-14

0.5

-1

x31

1

0.5

1

0

-2

0

-80

0.5

0.75

x00 ↦ {x00
[0, 1]

x01 ↦ {x01
[0, 1]

x30 ↦ {3 ⋅ x00 + 3 ⋅ x01 + 2
[2, 8]

x40 ↦ {1.5 ⋅ x00 + 1.5 ⋅ x01 − 2 ⋅ x31 + 1
[−1, 4]

x41 ↦ {x31
[0, 1]

x31 ↦ {x00 + x01 − 1
[−1, 1]

x31 ↦ {x31
[0, 1]

ReLU

not precise enough!

Interval Abstraction
with Symbolic Constant Propagation [Li19]

Caterina UrbanFormal Methods for Machine Learning PipelinesVTSA 2024 48

DeepPoly [Singh19]

x00

x01

x10

1

0.5

0.5

1

4

x11

2

-1

1

3

3

x20 x30

x40

x41

0

x21

1

-1.5

-14

0.5

-1

x31

1

0.5

1

0

-2

0

-80

0.5

0.75

x00 ↦ {[x00, x00]
[0, 1]

x01 ↦ {[x01, x01]
[0, 1]

x41 ↦ {[x31, x31]
[0, 1]

x40 ↦ {[0.5 ⋅ x30 − 2 ⋅ x31 + 1, 0.5 ⋅ x30 − 2 ⋅ x31 + 1]
[2, 5]
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DeepPoly[Singh19] 

x00

x01

x10

1

-1

1

1

0

x11

1

-1
1

1

0

x20

x30

x31

0

x21

1

1

1
0

1

-1.25

0

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1 Clear of Conflict

Strong Turn

x01 ↦ {[x01, x01]
[−1, 1]

x00 ↦ {[x00, x00]
[0, 1]

x30 ↦ {[x20 + x21 + 1, x20 + x21 + 1]
[1, 5 . 5]

x31 ↦
[x21 − 1.25, x21 − 1.25]
[−1 . 25, 13

12 ]

not precise enough!
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Interval Abstraction
with Symbolic Constant Propagation [Li19]

x00

x01

x10

1

-1

1

1

0

x11

1

-1

1

1

0

x20

x30

x31

0

x21

1

1

1

0

1

-1.25

0

Clear of Conflict

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1

x01 ↦ {x01
[−1, 1]

x00 ↦ {x00
[0, 1]

x30 ↦ {x10 + x11 + x21 + 1
[1, 7]

x31 ↦ {x21 − 1.25
[−1 . 25, 0 . 75]



Caterina UrbanFormal Methods for Machine Learning PipelinesVTSA 2024 104

Product Domain [Mazzucato21]

DeepPoly with Symbolic Constant Propagation

[max(l, l), min(u, u)] [max(l, l), min(u, u)]

DeepPolySymbolic

[l, u]

[l, u]
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Product Domain [Mazzucato21]

DeepPoly with Symbolic Constant Propagation

x00

x01

x10

1

-1

1

1

0

x11

1

-1
1

1

0

x20

x30

x31

0

x21

1

1

1
0

1

-1.25

0

Clear of Conflict

Strong Turn−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1

x01 ↦
x01
[x01, x01]
[−1, 1]

x00 ↦
x00
[x00, x00]
[0, 1]
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Product Domain [Mazzucato21]

x00

x01

x10

1

-1

1

1

0

x11

1

-1
1

1

0

x20

x30

x31

0

x21

1

1

1
0

1

-1.25

0

Clear of Conflict

Strong Turn−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1

x01 ↦
x01
[x01, x01]
[−1, 1]

x00 ↦
x00
[x00, x00]
[0, 1]

x10 ↦
x00 + x01
[x00 + x01, x00 + x01]
[−1, 2]

x10 ↦
x10 → [0, 2]
[x10, 2

3 ⋅ x10 + 2
3 ] → [−1, 2]

[0, 2]
ReLU

x11 ↦
x00 − x01
[x00 − x01, x00 − x01]
[−1, 2]

x11 ↦
x11 → [0, 2]
[x11, 2

3 ⋅ x11 + 2
3 ] → [−1, 2]

[0, 2]
ReLU
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Product Domain [Mazzucato21]

x21 ↦

x21 → [0, 2]
[0, 0.5 ⋅ x21 + 0.5] → [0, 5

3 ]

[0, 5
3 ]

x00

x01

x10

1

-1

1

1

0

x11

1

-1
1

1

0

x20

x30

x31

0

x21

1

1

1
0

1

-1.25

0

Clear of Conflict

Strong Turn−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1

x01 ↦
x01
[x01, x01]
[−1, 1]

x00 ↦
x00
[x00, x00]
[0, 1]

x21 ↦
x10 − x11 → [−2, 2]
[x10 − x11, x10 − x11] → [− 7

3 , 7
3 ]

[−2, 2] ReLU

x20 ↦

x10 + x11 → [0, 4]
[x10 + x11, x10 + x11] → [0, 8

3 ]

[0, 8
3 ]
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Product Domain [Mazzucato21]

x00

x01

x10

1

-1

1

1

0

x11

1

-1
1

1

0

x20

x30

x31

0

x21

1

1

1
0

1

-1.25

0

Clear of Conflict

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1

x01 ↦
x01
[x01, x01]
[−1, 1]

x00 ↦
x00
[x00, x00]
[0, 1]

x30 ↦
x10 + x11 + x21 + 1 → [1, 20

3 ]
[x20 + x21 + 1, x20 + x21 + 1] → [1, 4 . 5]
[1, 4 . 5]

x31 ↦

x21 − 1.25 → [−1 . 25, 5
12 ]

[x21 − 1.25, x21 − 1.25] → [−1 . 25, 5
12 ]

[−1 . 25, 5
12 ]
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Other Complete Methods
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Star Sets
Exact Static Analysis Method

use union of  efficient representations of bounded convex polyhedra

H.-D. Tran et al. - Star-Based Reachability Analysis of Deep Neural Networks (FM 2018)

Θ def= ⟨c, V, P⟩
: center 

: basis vectors in  
: predicate

c ∈ ℛn

V = {v1, …, vm} ℛn

P : ℛm → { ⊥ , ⊤ }

[[Θ]] = {x ∣ x = c +
m

∑
i=1

αivi such that P(α1, …, αm) = ⊤ }

• fast and cheap affine mapping operations  neural network layers 
• inexpensive intersections with half-spaces  ReLU activations

→
→
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Star Sets
Exact Static Analysis Method

use union of  efficient representations of bounded convex polyhedra

H.-D. Tran et al. - Star-Based Reachability Analysis of Deep Neural Networks (FM 2018)

Θ def= ⟨c, V, P⟩
: center 

: basis vectors in  
: predicate

c ∈ ℛn

V = {v1, …, vm} ℛn

P : ℛm → { ⊥ , ⊤ }

[[Θ]] = {x ∣ x = c +
m

∑
i=1

αivi such that P(α1, …, αm) = ⊤ }

• fast and cheap affine mapping operations  neural network layers 
• inexpensive intersections with half-spaces  ReLU activations

→
→

Follow-up Work
 
H.-D. Tran et al. - 
Verification of Deep 
Convolutional Neural 
Networks Using 
ImageStars (CAV 2020)
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ReluVal
Asymptotically Complete Method

use symbolic propagation + iterative input refinement

S. Wang et al. - Formal Security Analysis of Neural Networks Using Symbolic Intervals (USENIX Security 2018)

     safe 
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DeepPoly + Input Refinement

112

x00

x01

x10

1

-1

1

1

0

x11

1

-1

1

1

0

x20

x30

x31

0

x21

1

1

1

0

1

-1.25

0

x00 ↦ {[x00, x00]
[−1, 1]

x01 ↦ {[x01, x01]
[−1, 1]

x30 ↦ {
…
[1, 5 . 5]

x31 ↦ {
…
[−1 . 25, 0 . 75]

x00 ↦ {[x00, x00]
[0, 1]

x31 ↦ {
…
[−1 . 25, 13

12 ]

Caterina Urban

Formal Methods for Machine Learning Pipelines

VTSA 2024
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DeepPoly[Singh19] 

x00

x01

x10
1

-1

1

1

0

x11

1

-1
1

10

x20

x30

x31

0

x21
1

1

1
0

1

-1.25
0

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1

Clear of Conflict

Strong Turn

x01 ↦ {[x01, x01]

[−1, 1]

x00 ↦ {[x00, x00]

[0, 1]

x30 ↦ {[x20 + x21 + 1, x20 + x21 + 1]

[1, 5 . 5]

x31 ↦
[x21 − 1.25, x21 − 1.25]

[−1 . 25, 13
12]

not precise enough!
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Neurify
Asymptotically Complete Method

use symbolic propagation + convex ReLU approximation +  iterative input/ReLU refinement

S. Wang et al. - Formal Security Analysis of Neural Networks Using Symbolic Intervals (USENIX Security 2018)

xi,j ↦ {[∑k c0,k ⋅ x0,k + c, ∑k d0,k ⋅ x0,k + d] c0,k, c, d0,k, d ∈ ℛ
[a, b] a, b ∈ ℛ

xi,j ↦ {[Ei,j, Ei,j]
[a, b]

xi,j ↦ {[Ei,j, Ei,j]
[a, b]

xi,j ↦ {[0, 0]
[0, 0]

ReLU

ReLU

ReLU

0 ≤ a

a < 0 ∧ 0 < b

b ≤ 0

ba x

ReLU(x)

b
b − a

x ≤ ReLU(x)

ReLU(x) ≤
b
b − a

(x − a)
xi,j ↦ {[ b

b − a Ei,j, b
b − a (Ei,j − a)]

[a, b]
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Further Complete Methods

• W. Ruan, X. Huang, and M. Kwiatkowska. Reachability Analysis of Deep 
Neural Networks with Provable Guarantees. In IJCAI, 2018. 
a global optimization-based approach for verifying Lipschitz 
continuous neural networks 


• G. Singh, T. Gehr, M. Püschel, and M. Vechev. Boosting Robustness 
Certification of Neural Networks. In ICLR, 2019. 
an approach combining abstract interpretation and (mixed integer) 
linear programming
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Other Incomplete Methods
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Interval Neural Networks
Abstraction-Based Method

merge neurons layer-wise  

based on partitioning strategy + 

replace weights with intervals

P. Prabhakar and Z. R. Afza - Abstraction based Output Range Analysis for Neural Networks (NeurIPS 2019)

[w
01 , w

01 ]

[ w21, w21]
[ w11, w11]

lj ≤ x0,j ≤ uj xN > 0

Related Work
 
Y. Y. Elboher et al. - An 
Abstraction-Based 
Framework for Neural 
Network Verification (CAV 
2020)
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Further Incomplete Methods

• W. Xiang, H.-D. Tran, and T. T. Johnson. Output Reachable Set Estimation 
and Verification for Multi-Layer Neural Networks. 2018. 
an approach combining simulation and linear programming 


• K. Dvijotham, R. Stanforth, S. Gowal, T. Mann, and P. Kohli. A Dual 
Approach to Scalable Verification of Deep Networks. In UAI, 2018. 
an approach based on duality for verifying neural networks
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Further Incomplete Methods

• E. Wong and Z. Kolter. Provable Defenses Against Adversarial Examples 
via the Convex Outer Adversarial Polytope. In ICML, 2018. 
A. Raghunathan, J. Steinhardt, and P. Liang. Certified Defenses against 
Adversarial Examples. In ICML, 2018. 
T.-W. Weng, H. Zhang, H. Chen, Z. Song, C.-J. Hsieh, L. Daniel, D. 
Boning, and I. Dhillon. Towards Fast Computation of Certified Robustness 
for ReLU Networks. In ICML, 2018.  
H. Zhang, T.-W. Weng, P.-Y. Chen, C.-J. Hsieh, and L. Daniel. Efficient 
Neural Network Robustness Certification with General Activation Functions. 
In NeurIPS, 2018. 
approaches for finding a lower bound on robustness to adversarial 
perturbations
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Further Incomplete Methods
• A. Boopathy, T.-W. Weng, P.-Y. Chen, S. Liu, and L. Daniel. CNN-Cert: An 

Efficient Framework for Certifying Robustness of Convolutional Neural 
Networks. In AAAI, 2019.  
approach focusing on convolutional neural networks


• C.-Y. Ko, Z. Lyu, T.-W. Weng, L. Daniel, N. Wong, and D. Lin. POPQORN: 
Quantifying Robustness of Recurrent Neural Networks. In ICML, 2019. 
H. Zhang, M. Shinn, A. Gupta, A. Gurfinkel, N. Le, and N. Narodytska. 
Verification of Recurrent Neural Networks for Cognitive Tasks via 
Reachability Analysis. In ECAI, 2020.  
approaches focusing on recurrent neural networks


• D. Gopinath, H. Converse, C. S. Pasareanu, and A. Taly. Property 
Inference for Deep Neural Networks. In ASE, 2019. 
an approach for inferring safety properties of neural networks
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suffer from false positives


Disadvantages 

able to scale to large models


sound often also with respect to  
floating-point arithmetic


less limited to certain  
model architectures


Advantages

Advantages 

sound and complete


Disadvantages 

soundness not typically guaranteed  
with respect to floating-point arithmetic  

do not scale to large models 

often limited to certain  
model architectures

120

Complete Methods

Incomplete Methods
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Stop Max Speed 100

+ =Stability

Safety

Fairness

Goal G3 in [Kurd03]

Goal G4 in [Kurd03]
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Fairness Verification

122

software

properties

audience

abstract interpretation
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ML Impacts Our Society
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AI used for first time in job interviews in UK to
find best applicants

 

An applicant being interviewed on their phone

By  Charles Hymas 

27 SEPTEMBER 2019 • 10:00 PM

rtificial intelligence (AI) and facial expression technology is being used

for the first time in job interviews in the UK to identify the best

candidates.

Unilever, the consumer goods giant, is among companies using AI

technology to analyse the language, tone and facial expressions of candidates

when they are asked a set of identical job questions which they film on their

mobile phone or laptop.

share
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In 2019, predictive algorithms will start to make banking fair for all

This year we will see a technology-led democratisation of access to capital for small businesses give new opportunities to every

community
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Part of  The Real-World AI Issue

ikhail Arroyo had made it out of the coma, but he was still frail
when his mother, Carmen, tried to move him in with her. The
months had been taxing: Mikhail was severely injured in a

devastating fall in 2015. He had spent time in the hospital, and by 2016
was in a nursing home where his mother visited him daily, waiting until

M

AUTOMATED BACKGROUND CHECKS ARE
DECIDING WHO’S FIT FOR A HOME
But advocates say algorithms can’t capture the
complexity of criminal records
By Colin Lecher @colinlecher  Feb 1, 2019, 8:00am EST
Illustration by Alex Castro
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Can AI Be a Fair Judge in Court?Estonia Thinks So
Estonia plans to use an artificial intelligence program to decide some

small-claims cases, part of a push to make government services
smarter.

BUSINESS
CULTURE GEAR
IDEAS SCIENCE
SECURITY

MORE SIGN IN SUBSCRIBE

Subscribe to the Series
Machine Bias: Investigating the algorithms

ON A SPRING AFTERNOON IN 2014, Brisha Borden was running late to pick up her god-
sister from school when she spotted an unlocked kid’s blue Hu!y bicycle and a silver
Razor scooter. Borden and a friend grabbed the bike and scooter and tried to ride them
down the street in the Fort Lauderdale suburb of Coral Springs.

Just as the 18-year-old girls were realizing they were too big for the tiny conveyances —
which belonged to a 6-year-old boy — a woman came running after them saying, “That’s
my kid’s stu!.” Borden and her friend immediately dropped the bike and scooter and
walked away.

But it was too late — a neighbor who witnessed the heist had already called the police.
Borden and her friend were arrested and charged with burglary and petty theft for the
items, which were valued at a total of $80.

Compare their crime with a similar one:
The previous summer, 41-year-old Vernon

Machine Bias
There’s software used across the country to predict future criminals. And it’s biased

against blacks.

by Julia Angwin, Je! Larson, Surya Mattu and Lauren Kirchner, ProPublica
May 23, 2016

ProPublica DonateShare on Facebook Share on Twitter Comment
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Amazon scraps secret AI recruiting tool that showed bias against women - Reuters
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Amazon scraps secret AI recruiting tool that

showed bias against women

Jeffrey Dastin

8  M I N  R E A D

SAN FRANCISCO (Reuters) - Amazon.com Inc’s (AMZN.O) machine-learning

specialists uncovered a big problem: their new recruiting engine did not like women.

The team had been building computer programs since 2014 to review job applicants’

resumes with the aim of mechanizing the search for top talent, five people familiar with

the effort told Reuters.

Automation has been key to Amazon’s e-commerce dominance, be it inside warehouses

or driving pricing decisions. The company’s experimental hiring tool used artificial

intelligence to give job candidates scores ranging from one to five stars - much like

shoppers rate products on Amazon, some of the people said.

“Everyone wanted this holy grail,” one of the people said. “They literally wanted it to be

an engine where I’m going to give you 100 resumes, it will spit out the top five, and

we’ll hire those.”
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Dependency Fairness [Galhotra17]

'
()

***

**
)

**
(

**
)

**
(

Prediction is Independent of Sensitive Input Values
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Dependency Fairness
ℱi

def= {[[M]] ∣ UNUSEDi([[M]])}
 is the set of all neural networks M (or, rather, their semantics )  

that do not use the value of the sensitive input node  for classification
ℱi [[M]]

x0,i

UNUSEDi(T ) def= 




∀t, t′ ∈ T : t0(x0,i) ≠ t′ 0(x0,i) ∧
(∀0 ≤ j ≤ |L0 | : j ≠ i ⇒ t0(x0,j) = t′ 0(x0,j))
⇒ tω = t′ ω

Intuitively: inputs differing only on the value 
of the sensitive input node  should lead 
to the same classification outcome

x0,i
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Dependency Fairness
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Dependency Fairness
ℱi

def= {[[M]] ∣ UNUSEDi([[M]])}
 is the set of all neural networks M (or, rather, their semantics )  

that do not use the value of the sensitive input node  for classification
ℱi [[M]]

x0,i

UNUSEDi(T ) def= 




∀t, t′ ∈ T : t0(x0,i) ≠ t′ 0(x0,i) ∧
(∀0 ≤ j ≤ |L0 | : j ≠ i ⇒ t0(x0,j) = t′ 0(x0,j))
⇒ tω = t′ ω

Intuitively: inputs differing only on the value 
of the sensitive input node  should lead 
to the same classification outcome

x0,i

M ⊧ ℱi ⇔ {[[M]]} ⊆ ℱi

Theorem
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Subset-Closed Property (*)
Dependency Fairness

129

(*) ML Models are Deterministic 

()
ℱ

**
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*
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Dependency Fairness
ℱi

def= {[[M]] ∣ UNUSEDi([[M]])}
 is the set of all neural networks M (or, rather, their semantics )  

that do not use the value of the sensitive input node  for classification
ℱi [[M]]

x0,i

UNUSEDi(T ) def= 




∀t, t′ ∈ T : t0(x0,i) ≠ t′ 0(x0,i) ∧
(∀0 ≤ j ≤ |L0 | : j ≠ i ⇒ t0(x0,j) = t′ 0(x0,j))
⇒ tω = t′ ω

Intuitively: inputs differing only on the value 
of the sensitive input node  should lead 
to the same classification outcome

x0,i

M ⊧ ℱi ⇔ {[[M]]} ⊆ ℱi

Theorem

M ⊧ ℱi ⇐ [[M]] ⊆ [[M]]♮ ∈ ℱi

Corollary
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Abstract Interpretation Recipe

mathematical models  
of the program behavior

algorithmic approaches  
to decide program properties

practical tools  
targeting specific programs
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Abstract Interpretation Recipe

mathematical models  
of the program behavior

algorithmic approaches  
to decide program properties

practical tools  
targeting specific programs
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Hierarchy of Semantics

collecting semantics

dependency semantics

parallel semantics
α𝕀

{[[M]]}

{[M]}𝕀
∙

[[M]]∙

{[M]}𝕀
↝

[[M]]↝

{[M]}𝕀 α∙

α∙

α↝

α↝

α𝕀

α𝕀

outcome semantics
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Outcome Semantics +partitioning a set of traces 
that satisfies dependency 
fairness with respect to the 
program outcome yields sets 
of traces that also satisfy 
dependency fairness

'
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***

()
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**
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*
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*
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Outcome Semantics

[[M]]∙

+partitioning a set of traces 
that satisfies dependency 
fairness with respect to the 
program outcome yields sets 
of traces that also satisfy 
dependency fairness
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Dependency Semantics +to reason about dependency 
fairness we do not need to 
consider all intermediate 
computations between the 
initial and final states of a trace 
(if any)

'
()

***

*
)

*
(

**
)
**
(

**
)
**
(

*
)

*
(

()
ℱ
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Dependency Semantics +to reason about dependency 
fairness we do not need to 
consider all intermediate 
computations between the 
initial and final states of a trace 
(if any)

[[M]]↝
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Dependency Semantics

'
()

***

**
)
**
(

*
)

*
(

*
)

*
(

**
)
**
(

**
)
*
)
*
(
**
(

** ****

+partitioning with respect to 
the outcome classification 
induces a partition of the 
space of values of the input 
nodes used for classification

M ⊧ ℱi ⇔ ∀A, B ∈ [[M]]↝ : (Aω ≠ Bω ⇒ A0 |≠i ∩ B0 |≠i = ∅)
Lemma

()
ℱ
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Abstract Interpretation Recipe

mathematical models  
of the program behavior

algorithmic approaches  
to decide program properties

practical tools  
targeting specific programs
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…

…

1. proceed backwards 
from all possible 
classification outcomes

2. forget the values of the 
sensitive input nodes

3. check for intersection: 
empty        fair 
otherwise       alarm 

→
→&

Naïve Backward Analysis
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Naïve Backward Analysis
x00 = input() 
x01 = input() 
 
x10 = -0.31 * x00 + 0.99 * x01 + (-0.63) 
x11 = -1.25 * x00 + (-0.64) * x01 + 1.88   

x10 = 0 if x10 < 0 else x10 
x11 = 0 if x11 < 0 else x11 
 
x20 = 0.40 * x10 + 1.21 * x11 + 0.00 
x21 = 0.64 * x10 + 0.69 * x11 + (-0.39) 
  
x20 = 0 if x20 < 0 else x20 
x21 = 0 if x21 < 0 else x21 
 
x30 = 0.26 * x20 + 0.33 * x21 + 0.45 
X31 = 1.42 * x20 + 0.40 * x21 + (-0.45) 
 
return ‘      ’ if x31 < 30 else ‘      ’

x00

x01

x10 x20

x30

x31

-0.31

-0.64

-1.25

0.9
9

-0.63

x11

0.40

0.69

0.00

0.64

1.2
1

x21

0.40

0.26

0.45

1.42

0.3
3

-0.45

-0.391.88

'()

***

x30 ≥ x31 x31 ≥ x30

1.16 * x20 + 0.07 * x21 ≥ 0.901.16 * x20 + 0.07 * x21 ≤ 0.90

… …

… …

too many disjunctions!
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Abstract Interpretation Recipe

mathematical models  
of the program behavior

algorithmic approaches  
to decide program properties

practical tools  
targeting specific programs
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Hierarchy of Semantics

collecting semantics

dependency semantics

parallel semantics
α𝕀

{[[M]]}

{[M]}𝕀
∙

[[M]]∙

{[M]}𝕀
↝

[[M]]↝
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outcome semantics
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Parallel Semantics
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{[M]}𝕀
↝

Parallel Semantics +partitioning a set of traces 
that satisfies dependency 
fairness with respect to the 
non-sensitive inputs yields 
sets of traces that also satisfy 
dependency fairness
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Dependency Semantics
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+partitioning with respect to 
the outcome classification 
induces a partition of the 
space of values of the input 
nodes used for classification

M ⊧ ℱi ⇔ ∀A, B ∈ [[M]]↝ : (Aω ≠ Bω ⇒ A0 |≠i ∩ B0 |≠i = ∅)
Lemma

()
ℱ

M ⊧ ℱi ⇔ ∀I ∈ 𝕀 : ∀A, B ∈ {[M]}𝕀
↝ : (AI

ω ≠ BI
ω ⇒ AI

0 |≠i ∩ BI
0 |≠i = ∅)

Lemma
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Abstract Interpretation Recipe

mathematical models  
of the program behavior

algorithmic approaches  
to decide program properties

practical tools  
targeting specific programs
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Forward and Backward Analysis

…

…

…

…

1. partition the space of values of the non-sensitive input nodes

2. proceed forwards from all 
partitions to find: 
• already       fair partitions
• activation patterns
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Forward and Backward Analysis

…

…

3. proceed backwards for 
each activation pattern

1. partition the space of values of the non-sensitive input nodes

2. proceed forwards from all 
partitions to find: 
• already       fair partitions
• activation patterns
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Abstract Interpretation Recipe

mathematical models  
of the program behavior

algorithmic approaches  
to decide program properties

practical tools  
targeting specific programs
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…

…

1. partition the space of values of the non-sensitive input nodes

2. proceed forwards from all 
partitions to find: 
• already       fair partitions
• activation patterns

U

L

Iterative Forward Analysis
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x00 = input() 
x01 = input() 
 
x10 = -0.31 * x00 + 0.99 * x01 + (-0.63) 
x11 = -1.25 * x00 + (-0.64) * x01 + 1.88   

x10 = 0 if x10 < 0 else x10 
x11 = 0 if x11 < 0 else x11 
 
x20 = 0.40 * x10 + 1.21 * x11 + 0.00 
x21 = 0.64 * x10 + 0.69 * x11 + (-0.39) 
  
x20 = 0 if x20 < 0 else x20 
x21 = 0 if x21 < 0 else x21 
 
x30 = 0.26 * x20 + 0.33 * x21 + 0.45 
X31 = 1.42 * x20 + 0.40 * x21 + (-0.45) 
 
return ‘      ’ if x31 < 30 else ‘      ’
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Libra caterinaurban / Libra
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 2 branches  0 tags

README.md

Libra

Nowadays, machine-learned software plays an increasingly important role in critical
decision-making in our social, economic, and civic lives.

About

No description or website
provided.

# abstract-interpretation

# static-analysis

# machine-learning

# neural-networks  # fairness

 Readme

 MPL-2.0 License

Releases

No releases published

Packages

No packages published 

Languages

Python 98.7%

Shell 1.3%

 master Go to file  Code 

caterinaurban README 9f830db on Aug 8  53 commits

src RQ5 and RQ6 reproducibility 4 months ago

.gitignore RQ1 reproducibility 4 months ago

LICENSE Initial prototype 2 years ago

README.md RQ5 and RQ6 reproducibility 4 months ago

README.pdf README 4 months ago

icon.png icon 4 months ago

libra.png icon 4 months ago

requirements.txt some documentation 4 months ago

setup.py some documentation 4 months ago
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Scalability-vs-Precision Tradeoff
Japanese Credit Screening Dataset
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1:20 Anon.

Table 5. Comparison of Different Analysis Configurations (Japanese Credit Screening) — 12 CPUs

L U boxes symbolic deeppoly
input |C| |F| time input |C| |F| time input |C| |F| time

4 15.28% 37 0 0 8s 58.33% 79 8 20 1m 26s 69.79% 115 10 39 3m 18s
6 17.01% 39 6 6 51s 69.10% 129 22 61 5m 41s 80.56% 104 23 51 7m 53s
8 51.39% 90 28 85 12m 2s 82.64% 88 31 67 12m 35s 91.32% 84 27 56 19m 33s0.5
10 79.86% 89 34 89 34m 15s 93.06% 98 40 83 42m 32s 96.88% 83 29 58 43m 39s
4 59.09% 1115 20 415 54m 32s 95.94% 884 39 484 54m 31s 98.26% 540 65 293 14m 29s
6 83.77% 1404 79 944 37m 19s 98.68% 634 66 376 23m 31s 99.70% 322 79 205 13m 25s
8 96.07% 869 140 761 1h 7m 29s 99.72% 310 67 247 1h 3m 33s 99.98% 247 69 177 22m 52s0.25
10 99.54% 409 93 403 1h 35m 20s 99.98% 195 52 176 1h 2m 13s 100.00% 111 47 87 34m 56s
4 97.13% 12449 200 9519 3h 33m 48s 99.99% 1101 60 685 47m 46s 99.99% 768 81 415 19m 1s
6 99.83% 5919 276 4460 3h 23m 100.00% 988 77 606 26m 47s 100.00% 489 80 298 16m 54s
8 99.98% 1926 203 1568 2h 14m 25s 100.00% 404 73 309 46m 31s 100.00% 175 57 129 20m 11s0.125
10 100.00% 428 95 427 1h 39m 31s 100.00% 151 53 141 57m 32s 100.00% 80 39 62 28m 33s
4 100.00% 19299 295 15446 6h 13m 24s 100.00% 1397 60 885 40m 5s 100.00% 766 87 425 16m 41s
6 100.00% 4843 280 3679 2h 24m 7s 100.00% 763 66 446 35m 24s 100.00% 401 81 242 32m 29s
8 100.00% 1919 208 1567 2h 9m 59s 100.00% 404 73 309 45m 48s 100.00% 193 68 144 24m 16s0
10 100.00% 486 102 475 1h 41m 3s 100.00% 217 55 192 1h 2m 11s 100.00% 121 50 91 30m 53s

had no activation patterns to explore; this implies that the entire covered input space (i.e., the
percentage shown in the input column) was already certified to be fair by the forward analysis.
Overall, we observe that whenever the analyzed input space is small enough (i.e., queries D − F ),

the size of the neural network has little influence on the input space coverage and slightly impacts
the analysis running time, independently of the domain used for the forward pre-analysis. Instead,
for larger analyzed input spaces (i.e., queries A − C) performance degrades quickly for larger
neural networks. These results thus support our claim. Again, as expected, we observe that the
symbolic domain generally is the better choice for the forward pre-analysis, in particular for
queries exercising a larger input space or larger neural networks.

RQ5: Scalability-vs-Precision Tradeoff. To evaluate the effect of the analysis budget (bounds
L and U), we analyzed a model using different budget configurations. For this experiment, we used
the Japanese Credit Screening8 dataset, which we made fair with respect to gender. Our 2-class
model (17 inputs and 4 hidden layers with 5 nodes each) had a classification accuracy of 86%. Note
that accuracy does not increase by adding more layers or nodes per layer, in fact, it may significantly
decrease — we tried up to 100 hidden layers with 100 nodes each.

Table 5 shows the results of the analysis for different budget configurations and choices for the
domain used for the forward pre-analysis. The best configuration in terms of input-space coverage
and analysis running time is highlighted. The symbol next to each domain name introduces the
marker used in the scatter plot of Figure 3a, which visualizes the coverage and running time.
Figure 3b zooms on 90.00% ≤ input and 1000s ≤ time ≤ 1000s .
Overall, we observe that the more precise symbolic and deeppoly domains boost input coverage,

most noticeably for configurations with a larger L. This additional precision does not always result
in longer running times. In fact, a more precise pre-analysis often reduces the overall running
time. This is because the pre-analysis is able to prove that more partitions are already fair without
requiring them to go through the backward analysis (cf. columns |F|).
Independently of the chosen domain for the forward pre-analysis, as expected, a larger U or a

smaller L increase precision. Increasing U or L typically reduces the number of completed partitions
(cf. columns |C|). Consequently, partitions tend to be more complex, requiring both forward and
backward analyses. Since the backward analysis tends to dominate the running time, more partitions
8https://archive.ics.uci.edu/ml/datasets/Japanese+Credit+Screening

Proc. ACM Program. Lang., Vol. 1, No. CONF, Article 1. Publication date: January 2018.
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17 inputs
4 HL * 5 N
2 classes  
86% accuracy

Scalability-vs-Precision Tradeoff
Japanese Credit Screening Dataset
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German Credit Dataset (L = 0)
Seeded Bias
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Seeded Bias
German Credit Dataset (L = 0)

17 inputs
4 HL * 5 N
2 classes  
71% accuracy

17 inputs
4 HL * 5 N
2 classes  
65% accuracy
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Table 9. Analysis of Neural Networks Trained on Fair and {Age, Credit > 1000}-Biased Data (German Credit
Data) — Full Table (deeppoly Domain)

credit
deeppoly

fair data biased data
U bias |C| |F| time U bias |C| |F| time
8 0.33% 170 21 25 3m 40s 8 0.79% 260 42 53 5m 42s
6 0.17% 211 10 10 4m 5s 4 0.31% 218 9 20 1m 6s
2 0.09% 176 4 5 14s 12 0.82% 271 53 61 18m 18s
7 0.15% 212 9 9 1m 31s 4 0.42% 242 21 28 1m 36s
3 0.23% 217 8 15 32s 10 0.95% 260 42 67 3m 2s
12 0.30% 213 17 23 5m 45s 2 0.41% 226 20 26 1m 56s
6 0.20% 193 11 11 52s 3 0.48% 228 19 34 39s

≤ 1000

5 0.16% 193 9 10 10s 1 0.09% 206 5 5 51s
min 0.09% 10s 0.09% 39s

median 0.19% 1m 12s 0.45% 1m 46s
max 0.33% 5m 45s 0.95% 18m 18s

10 12.08% 321 85 150 10m 30s 11 27.59% 498 234 333 1h 16m 41s
11 7.43% 329 75 125 22m 33s 7 30.77% 394 70 228 6m 34s
2 2.21% 217 15 16 39s 7 33.17% 435 185 327 6h 51m 50s
10 4.29% 239 24 33 4m 4s 6 16.45% 448 162 260 18m 25s
4 9.73% 268 29 87 4m 0s 13 30.17% 418 141 332 43m 12s
14 14.96% 403 116 231 1h 9m 45s 5 17.24% 460 91 217 12m 53s
7 5.83% 313 92 115 4m 17s 8 19.23% 363 79 189 7m 24s

> 1000

9 4.61% 264 50 74 5m 38s 2 4.52% 331 45 95 4m 44s
min 2.21% 39s 4.52% 4m 44s

median 6.63% 4m 58s 23.41% 15m 39s
max 14.96% 1h 9m 45s 31.17% 6h 51m 50s

F.2 RQ2: Answering Bias Queries
Table 10, 11 and 12 show the analysis results for all eight models trained on the compas dataset
from ProPublica. All columns are shown as before and, again, we highlighted across all tables the
choice of the abstract domain that entailed the shortest analysis time.

F.3 RQ6: Leveraging Multiple CPUs.
Table 13 shows the results of the experiment with the Japanese Credit Screening dataset on 24 vCPU.

Proc. ACM Program. Lang., Vol. 1, No. CONF, Article 1. Publication date: January 2018.
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ProPublica COMPAS Dataset (L = 0)
Bias Queries

154
34

Bias Queries
ProPublica COMPAS Dataset (L = 0)
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19 inputs
4 HL * 5 N
3 classes
55% | 56% accuracy
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Perfectly Parallel Causal-Fairness Certification of Neural Networks 1:33

Table 12. Queries on Neural Networks Trained on Fair and Race-Biased Data (ProPublica’s compas Data) —
Full Table (deeppoly Domain)

qery
deeppoly

fair data biased data
U bias |C| |F| time U bias |C| |F| time
10 0.23% 71 18 20 1h 11m 43s 10 0.83% 43 15 33 2h 5m 5s
10 0.75% 33 14 16 10m 33s 10 6.48% 63 25 34 8m 46s
10 0.22% 34 17 22 52m 29s 10 1.15% 33 10 14 11m 58s
10 0.24% 118 28 29 42m 2s 10 0.42% 31 13 30 10m 51s
10 0.31% 117 49 54 1h 0m 2s 10 0.12% 37 11 16 18m 18s
10 0.33% 59 18 21 53m 29s 10 2.27% 33 16 24 1h 4m 35s
10 1.19% 39 17 23 9m 39s 10 3.41% 133 92 102 33m 43s

age < 25
race bias?

10 2.12% 33 17 31 5m 18s 10 0.18% 33 12 17 14m 58s
min 0.22% 5m 18s 0.12% 8m 46s

median 0.32% 47m 16s 0.99% 16m 38s
max 2.12% 1h 11m 43s 6.48% 2h 5m 5s

10 3.86% 242 96 180 2h 30m 23s 10 5.22% 204 65 180 3h 25m 21s
10 8.84% 100 45 77 19m 47s 10 12.38% 387 152 318 40m 49s
10 8.14% 204 47 143 28m 12s 10 7.10% 181 63 142 20m 51s
10 2.70% 563 168 232 1h 49m 9s 10 6.90% 96 23 95 1h 21m 37s
10 4.65% 545 280 415 1h 33m 36s 10 6.14% 157 62 110 27m 43s
10 5.77% 217 68 154 1h 35m 25s 10 8.10% 345 61 284 47m 9s
10 7.76% 252 62 226 23m 10s 10 6.78% 251 141 223 50m 13s

male
age bias?

10 8.70% 267 90 266 53m 26s 10 12.88% 257 124 228 47m 46s
min 2.70% 19m 47s 5.22% 20m 51s

median 6.77% 1h 13m 31s 7.00% 47m 28s
max 8.84% 2h 20m 23s 12.88% 3h 25m 21s

11 2.18% 106 21 53 2h 32m 44s 11 2.92% 86 26 69 2h 26m 20s
7 3.66% 105 38 55 18m 26s 11 6.95% 108 33 71 15m 29s
11 2.73% 100 32 57 39m 5s 14 4.43% 69 12 51 1h 47m 5s
17 2.19% 101 28 57 16h 19m 14s 7 3.40% 83 21 82 20m 1s
19 3.17% 86 30 53 52h 10m 2s 13 3.09% 96 24 58 1h 8m 4s
11 2.45% 94 26 52 2h 18m 42s 14 5.79% 99 45 87 1h 51m 2s
15 3.94% 87 29 52 2h 39m 18s 17 5.10% 110 73 94 17h 48m 22s

caucasian
priors bias?

15 5.36% 90 35 89 3h 41m 16s 14 3.99% 97 38 65 1h 21m 8s
min 2.18% 18m 26s 2.92% 15m 29s

median 2.95% 2h 36m 1s 4.21% 1h 34m 7s
max 5.36% 52h 10m 2s 6.95% 17h 48m 22s

Table 13. Comparison of Different Analysis Configurations (Japanese Credit Screening) — 24 vCPUs

L U boxes symbolic deeppoly
input |C| |F| time input |C| |F| time input |C| |F| time

4 15.28% 36 0 0 7s 58.33% 120 7 34 3m 32s 69.79% 75 10 27 2m 43s
6 17.01% 39 6 7 49s 69.10% 80 21 40 4m 19s 80.56% 138 26 65 12m 27s
8 51.39% 92 30 86 12m 27s 82.64% 96 32 76 14m 13s 91.32% 89 36 61 13m 33s0.5
10 79.86% 89 34 89 29m 41s 93.06% 91 37 83 47m 1s 96.88% 73 33 52 30m
4 59.09% 1320 21 433 57m 33s 95.94% 656 42 340 32m 38s 98.26% 488 65 272 14m 11s
6 83.77% 1600 80 1070 1h 6m 58s 98.68% 516 61 287 18m 6s 99.70% 286 77 182 13m 14s
8 96.07% 1148 141 969 2h 41m 1s 99.72% 260 58 207 28m 57s 99.98% 241 70 175 29m 27s0.25
10 99.54% 409 93 403 1h 38m 38s 99.98% 213 50 189 1h 16m 11s 100.00% 88 42 68 20m 25s
4 97.13% 12449 203 9519 3h 59m 27s 99.99% 1101 59 685 1h 2m 58s 99.99% 892 86 493 18m 4s
6 99.83% 4198 266 3234 2h 31m 54s 100.00% 759 73 461 51m 28s 100.00% 563 108 344 40m 35s
8 99.98% 1741 217 1488 2h 16m 27s 100.00% 308 67 242 33m 14s 100.00% 230 67 167 22m 36s0.125
10 100.00% 582 97 564 2h 16m 13s 100.00% 180 56 154 1h 5m 59s 100.00% 80 39 62 30m 18s
4 100.00% 16018 288 12964 5h 3m 18s 100.00% 1883 63 1196 1h 52m 25s 100.00% 804 90 442 19m 47s
6 100.00% 4675 279 3503 3h 2m 30s 100.00% 632 71 371 38m 3s 100.00% 302 75 189 19m 51s
8 100.00% 1609 217 1382 2h 7m 9s 100.00% 326 67 252 1h 12s 100.00% 194 68 148 26m 9s0
10 100.00% 463 99 460 2h 12m 12s 100.00% 217 55 192 1h 13m 55s 100.00% 130 48 98 50m 10s

Proc. ACM Program. Lang., Vol. 1, No. CONF, Article 1. Publication date: January 2018.
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Scalability wrt Model Size
Adult Census Dataset (L = 0.5)
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Scalability wrt Neural Network Size
Adult Census Dataset (L = 0.5)
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Perfectly Parallel Causal-Fairness Certification of Neural Networks 1:17

Table 3. Comparison of Different Model Structures (Adult Census Data)

|M| U boxes symbolic deeppoly
input |C| |F| time input |C| |F| time input |C| |F| time

4 88.26% 1482 77 1136 33m 55s 95.14% 1132 65 686 19m 5s 93.99% 1894 77 992 29m 55s
6 99.51% 769 51 723 1h 10m 25s 99.93% 578 47 447 39m 8s 99.83% 1620 54 1042 1h 24m 24s
8 100.00% 152 19 143 3h 47m 23s 100.00% 174 18 146 1h 51m 2s 100.00% 1170 26 824 8h 2m 27s

10

10 100.00% 1 1 1 55m 58s 100.00% 1 1 1 56m 8s 100.00% 1 1 1 56m 43s
4 49.83% 719 9 329 13m 43s 72.29% 1177 11 559 24m 9s 60.52% 1498 14 423 10m 32s
6 72.74% 1197 15 929 2h 6m 49s 98.54% 333 7 195 20m 46s 66.46% 1653 17 594 15m 44s
8 98.68% 342 9 284 1h 46m 43s 98.78% 323 9 190 1h 27m 18s 70.87% 1764 18 724 2h 19m 11s

12

10 99.06% 313 7 260 1h 21m 47s 99.06% 307 5 182 1h 13m 55s 80.76% 1639 18 1007 3h 22m 11s
4 38.92% 1044 18 39 2m 6s 51.01% 933 31 92 15m 28s 49.62% 1081 34 79 3m 2s
6 46.22% 1123 62 255 20m 51s 61.60% 916 67 405 44m 40s 59.20% 1335 90 356 22m 13s
8 64.24% 1111 96 792 2h 24m 51s 74.27% 1125 78 780 3h 26m 20s 69.69% 1574 127 652 5h 6m 7s

20

10 85.90% 1390 71 1339 >13h 89.27% 1435 60 1157 >13h 76.25% 1711 148 839 4h 36m 23s
4 0.35% 10 0 0 1m 39s 34.62% 768 1 1 6m 56s 26.39% 648 2 3 10m 11s
6 0.35% 10 0 0 1m 38s 34.76% 817 4 5 43m 53s 26.74% 592 8 10 1h 23m 11s
8 0.42% 12 1 2 14m 37s 35.56% 840 21 28 2h 48m 15s 27.74% 686 32 42 2h 43m 2s

40

10 0.80% 23 10 13 1h 48m 43s 37.19% 880 50 75 11h 32m 21s 30.56% 699 83 121 >13h
4 1.74% 50 0 0 1m 38s 41.98% 891 14 49 10m 14s 36.60% 805 6 8 2m 47s
6 2.50% 72 3 22 4m 35s 45.00% 822 32 143 45m 42s 38.06% 847 25 50 5m 7s
8 9.83% 282 25 234 25m 30s 47.78% 651 46 229 1h 14m 5s 42.53% 975 74 180 25m 1s

45

10 18.68% 522 33 488 1h 51m 24s 49.62% 714 51 294 3h 23m 20s 48.68% 1087 110 373 1h 58m 34s

models trained on biased data. This bias is intended and present in the original data: as one would
expect, recidivism risk differs for different numbers of priors. Overall, these results demonstrate the
effectiveness of our analysis in answering specific bias queries.

For each line in Table 2, we highlighted the choice of abstract domain that entailed the shortest
analysis time. We observe that deeppoly seems generally the better choice. The difference in
performance becomes more striking as the analyzed input space becomes smaller, i.e., for QC . This
is because deeppoly is specifically designed for proving local robustness of neural networks. Thus,
our input partitioning, in addition to allowing for parallelism, is also enabling analyses designed
for local properties to prove global properties, like causal fairness.

The analysis results for all models are shown in the appendix (see Tables 10, 11, and 12).

RQ3: Effect of Model Structure on Scalability. To evaluate the effect of the model structure
on the scalability of our analysis, we trained models on the Adult Census dataset6 by varying
the number of layers and nodes per layer. The dataset assigns a yearly income (> or ≤ USD 50K)
based on personal attributes such as gender, race, and occupation. We trained all models (with 23
inputs) on a fair dataset with respect to gender and ensured that each model reached a minimum
classification accuracy of 78%. Accuracy does not increase by adding more layers or nodes per layer,
in fact, it may significantly decrease — we tried up to 100 hidden layers with 100 nodes each.
Table 3 shows the results. The first column (|M|) shows the total number of hidden nodes and

introduces the marker symbols used in the scatter plot of Figure 2 (to identify the domain used for
the forward pre-analysis: left, center, and right symbols respectively refer to the boxes, symbolic,
and deeppoly domains). The models have the following number of hidden layers and nodes per
layer (from top to bottom): 2 and 5; 4 and 3; 4 and 5; 4 and 10; 9 and 5.

Column U shows the chosen upper bound for the analysis. For each model, we tried four different
choices of U. Column input shows the input-space coverage, i.e., the percentage of the input space
that was completed by the analysis. Column |C| shows the total number of analyzed (i.e., completed)
input space partitions. Column |F| shows the total number of abstract activation patterns (left) and
feasible input partitions (right) that the backward analysis had to explore. The difference between
|C| and the number of partitions shown in |F| are the input partitions that the pre-analysis found
6https://archive.ics.uci.edu/ml/datasets/adult
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Table 4. Comparison of Different Input Space Sizes and Model Structures (Adult Census Data)

|M| qery boxes symbolic deeppoly
input |C| |F| time input |C| |F| time input |C| |F| time

F 100.000% 100.000% 100.000%

0.009% 0.009%
9 2 3 3m 3s

0.009%
5 1 2 3m 5s

0.009%
3 1 1 2m 33s

E 99.996% 100.000% 100.000%

0.104% 0.104%
83 9 39 3m 13s

0.104%
26 3 9 3m 8s

0.104%
22 3 9 2m 38s

D 99.978% 100.000% 100.000%

1.042% 1.042%
457 13 176 5m

1.042%
292 9 63 4m 50s

1.042%
287 6 65 5m 14s

C 99.696% 100.000% 100.000%

8.333% 8.308%
3173 20 1211 36m 12s

8.333%
2668 13 417 17m 40s

8.333%
2887 10 519 29m 52s

B 97.318% 99.991% 99.978%

50% 48.659%
15415 61 5646 1h 39m 36s

49.996%
12617 34 2112 1h 1m 19s

49.989%
13973 24 2405 1h 14m 19s

A 94.032% 99.935% 99.896%

20

100% 94.032%
18642 70 8700 2h 30m 46s

99.935%
15445 40 3481 1h 29m

99.896%
17784 39 4076 1h 47m 7s

F 99.931% 99.961% 99.957%

0.009% 0.009%
11 0 0 3m 5s

0.009%
17 0 0 3m 2s

0.009%
10 0 0 2m 36s

E 99.583% 99.783% 99.753%

0.104% 0.104%
61 0 0 3m 6s

0.104%
89 0 0 3m 10s

0.104%
74 0 0 2m 44s

D 97.917% 99.258% 98.984%

1.042% 1.020%
151 0 0 2m 56s

1.034%
297 0 0 3m 41s

1.031%
477 0 0 2m 58s

C 83.503% 95.482% 93.225%

8.333% 6.958%
506 2 3 2h 1m

7.956%
885 25 34 >13h

7.768%
1145 23 33 12h 57m 37s

B 25.634% 76.563% 63.906%

50% 12.817%
5516 7 11 1h 28m 6s

38.281%
4917 123 182 >13h

31.953%
7139 117 152 >13h

A 0.052% 61.385% 43.698%

80

100% 0.052%
12 0 0 25m 51s

61.385%
5156 73 102 10h 25m 2s

43.698%
4757 68 88 >13h

F 99.931% 99.944% 99.931%

0.009% 0.009%
6 0 0 3m 15s

0.009%
9 0 0 3m 35s

0.009%
6 0 0 3m 30s

E 99.583% 99.627% 99.583%

0.104% 0.104%
121 0 0 3m 39s

0.104%
120 0 0 6m 34s

0.104%
31 0 0 4m 22s

D 97.917% 98.247% 97.917%

1.042% 1.020%
151 0 0 6m 18s

1.024%
597 0 0 21m 9s

1.020%
301 0 0 9m 35s

C 83.333% 88.294% 83.342%

8.333% 6.944%
120 0 0 30m 37s

7.358%
755 0 0 1h 36m 35s

6.945%
483 0 0 52m 29s

B 25.000% 46.063% 25.074%

50% 12.500%
5744 0 0 2h 24m 36s

23.032%
4676 0 0 7h 25m 57s

12.537%
5762 4 4 >13h

A 0.000% 24.258% 0.017%

320

100% 0.000%
0 0 0 2h 54m 25s

24.258%
2436 0 0 9h 41m 36s

0.017%
4 0 0 5h 3m 33s

F 99.931% 99.948% 99.931%

0.009% 0.009%
11 0 0 7m 35s

0.009%
10 0 0 24m 42s

0.009%
6 0 0 7m 6s

E 99.583% 99.674% 99.583%

0.104% 0.104%
31 0 0 15m 49s

0.104%
71 0 0 51m 52s

0.104%
31 0 0 15m 14s

D 97.917% 98.668% 97.917%

1.042% 1.020%
151 0 0 1h 49s

1.028%
557 0 0 3h 31m 45s

1.020%
301 0 0 1h 3m 33s

C 83.333% 83.333%

8.333% 6.944%
481 0 0 7h 11m 39s − − − − >13h

6.944%
481 0 0 7h 12m 57s

B
50%

− − − − >13h − − − − >13h − − − − >13h

A

1280

100%
− − − − >13h − − − − >13h − − − − >13h

B: A ∧ age8 ≤ 53.5 queried input space: 50.00%
C: B ∧ race = white queried input space: 8.333% (3 race choices)
D: C ∧work class = private queried input space: 1.043% (4 work class choices)
E: D ∧marital status = single queried input space: 0.104% (5 marital status choices)
F : E ∧ occupation = blue-collar queried input space: 0.009% (6 occupation choices)

For the analysis budget, we used L = 0.25, U = 0.1 ∗ |M|, and a time limit of 13h. Column input
shows, for each domain used for the forward pre-analysis, the coverage of the queried input space
(i.e., the percentage of the input space that satisfies the query and was completed by the analysis)
and the corresponding input-space coverage (i.e., the same percentage but this time scaled to the
entire input space). Columns U, |C|, |F|, and time are as before. Where a timeout is indicated (i.e.,
time > 13h) and the values for the input, |C|, and |F| columns are missing, it means that the
timeout occurred during the pre-analysis; otherwise, it happened during the backward analysis.
For each model and query, we highlighted the configuration (i.e., the abstract domain used for the
8This corresponds to aдe ≤ 0.5 with min-max scaling between 0 and 1.
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D: C ∧work class = private queried input space: 1.043% (4 work class choices)
E: D ∧marital status = single queried input space: 0.104% (5 marital status choices)
F : E ∧ occupation = blue-collar queried input space: 0.009% (6 occupation choices)

For the analysis budget, we used L = 0.25, U = 0.1 ∗ |M|, and a time limit of 13h. Column input
shows, for each domain used for the forward pre-analysis, the coverage of the queried input space
(i.e., the percentage of the input space that satisfies the query and was completed by the analysis)
and the corresponding input-space coverage (i.e., the same percentage but this time scaled to the
entire input space). Columns U, |C|, |F|, and time are as before. Where a timeout is indicated (i.e.,
time > 13h) and the values for the input, |C|, and |F| columns are missing, it means that the
timeout occurred during the pre-analysis; otherwise, it happened during the backward analysis.
For each model and query, we highlighted the configuration (i.e., the abstract domain used for the
8This corresponds to aдe ≤ 0.5 with min-max scaling between 0 and 1.
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Table 3. Comparison of Different Model Structures (Adult Census Data)

|M| U boxes symbolic deeppoly
input |C| |F| time input |C| |F| time input |C| |F| time

4 88.26% 1482 77 1136 33m 55s 95.14% 1132 65 686 19m 5s 93.99% 1894 77 992 29m 55s
6 99.51% 769 51 723 1h 10m 25s 99.93% 578 47 447 39m 8s 99.83% 1620 54 1042 1h 24m 24s
8 100.00% 152 19 143 3h 47m 23s 100.00% 174 18 146 1h 51m 2s 100.00% 1170 26 824 8h 2m 27s

10

10 100.00% 1 1 1 55m 58s 100.00% 1 1 1 56m 8s 100.00% 1 1 1 56m 43s
4 49.83% 719 9 329 13m 43s 72.29% 1177 11 559 24m 9s 60.52% 1498 14 423 10m 32s
6 72.74% 1197 15 929 2h 6m 49s 98.54% 333 7 195 20m 46s 66.46% 1653 17 594 15m 44s
8 98.68% 342 9 284 1h 46m 43s 98.78% 323 9 190 1h 27m 18s 70.87% 1764 18 724 2h 19m 11s

12

10 99.06% 313 7 260 1h 21m 47s 99.06% 307 5 182 1h 13m 55s 80.76% 1639 18 1007 3h 22m 11s
4 38.92% 1044 18 39 2m 6s 51.01% 933 31 92 15m 28s 49.62% 1081 34 79 3m 2s
6 46.22% 1123 62 255 20m 51s 61.60% 916 67 405 44m 40s 59.20% 1335 90 356 22m 13s
8 64.24% 1111 96 792 2h 24m 51s 74.27% 1125 78 780 3h 26m 20s 69.69% 1574 127 652 5h 6m 7s

20

10 85.90% 1390 71 1339 >13h 89.27% 1435 60 1157 >13h 76.25% 1711 148 839 4h 36m 23s
4 0.35% 10 0 0 1m 39s 34.62% 768 1 1 6m 56s 26.39% 648 2 3 10m 11s
6 0.35% 10 0 0 1m 38s 34.76% 817 4 5 43m 53s 26.74% 592 8 10 1h 23m 11s
8 0.42% 12 1 2 14m 37s 35.56% 840 21 28 2h 48m 15s 27.74% 686 32 42 2h 43m 2s

40

10 0.80% 23 10 13 1h 48m 43s 37.19% 880 50 75 11h 32m 21s 30.56% 699 83 121 >13h
4 1.74% 50 0 0 1m 38s 41.98% 891 14 49 10m 14s 36.60% 805 6 8 2m 47s
6 2.50% 72 3 22 4m 35s 45.00% 822 32 143 45m 42s 38.06% 847 25 50 5m 7s
8 9.83% 282 25 234 25m 30s 47.78% 651 46 229 1h 14m 5s 42.53% 975 74 180 25m 1s

45

10 18.68% 522 33 488 1h 51m 24s 49.62% 714 51 294 3h 23m 20s 48.68% 1087 110 373 1h 58m 34s

models trained on biased data. This bias is intended and present in the original data: as one would
expect, recidivism risk differs for different numbers of priors. Overall, these results demonstrate the
effectiveness of our analysis in answering specific bias queries.

For each line in Table 2, we highlighted the choice of abstract domain that entailed the shortest
analysis time. We observe that deeppoly seems generally the better choice. The difference in
performance becomes more striking as the analyzed input space becomes smaller, i.e., for QC . This
is because deeppoly is specifically designed for proving local robustness of neural networks. Thus,
our input partitioning, in addition to allowing for parallelism, is also enabling analyses designed
for local properties to prove global properties, like causal fairness.

The analysis results for all models are shown in the appendix (see Tables 10, 11, and 12).

RQ3: Effect of Model Structure on Scalability. To evaluate the effect of the model structure
on the scalability of our analysis, we trained models on the Adult Census dataset6 by varying
the number of layers and nodes per layer. The dataset assigns a yearly income (> or ≤ USD 50K)
based on personal attributes such as gender, race, and occupation. We trained all models (with 23
inputs) on a fair dataset with respect to gender and ensured that each model reached a minimum
classification accuracy of 78%. Accuracy does not increase by adding more layers or nodes per layer,
in fact, it may significantly decrease — we tried up to 100 hidden layers with 100 nodes each.
Table 3 shows the results. The first column (|M|) shows the total number of hidden nodes and

introduces the marker symbols used in the scatter plot of Figure 2 (to identify the domain used for
the forward pre-analysis: left, center, and right symbols respectively refer to the boxes, symbolic,
and deeppoly domains). The models have the following number of hidden layers and nodes per
layer (from top to bottom): 2 and 5; 4 and 3; 4 and 5; 4 and 10; 9 and 5.

Column U shows the chosen upper bound for the analysis. For each model, we tried four different
choices of U. Column input shows the input-space coverage, i.e., the percentage of the input space
that was completed by the analysis. Column |C| shows the total number of analyzed (i.e., completed)
input space partitions. Column |F| shows the total number of abstract activation patterns (left) and
feasible input partitions (right) that the backward analysis had to explore. The difference between
|C| and the number of partitions shown in |F| are the input partitions that the pre-analysis found
6https://archive.ics.uci.edu/ml/datasets/adult
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models trained on biased data. This bias is intended and present in the original data: as one would
expect, recidivism risk differs for different numbers of priors. Overall, these results demonstrate the
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analysis time. We observe that deeppoly seems generally the better choice. The difference in
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L U Intervals Symbolic DeepPoly Neurify Product

0.5
3 37,9 % 48,8 % 48,9 % 46,5 % 59,2 %
5 41,0 % 56,1 % 56,3 % 53,1 % 68,2 %

0.25
3 70,6 % 83,6 % 81,8 % 81,4 % 87,0 %
5 83,1 % 91,7 % 91,6 % 92,3 % 95,5 %

L U Intervals Symbolic DeepPoly Neurify Product

0.5
3 47s 60s 96s 37s 119s

5 246s 736s 557s 362s 835s

0.25
3 498s 554s 396s 420s 534s

5 3369s 2674s 2840s 2920s 3716s

+ 10,3%

+ 11,9%

+ 3,4%

+ 3,2%

+ 23-59s

+ 99-278s

- 20s / + 36-138s

+ 796-1042s 



Caterina UrbanFormal Methods for Machine Learning PipelinesVTSA 2024

Perfect Parallelization
Forward and Backward Analysis

158

Time (minutes)

vC
PU

Time (minutes)

vC
PU

BACKWARD ANALYSIS
BIAS CHECK



Caterina UrbanFormal Methods for Machine Learning PipelinesVTSA 2024

Perfect Parallelization / Adult Census Dataset
Scalability-vs-Precision Tradeoff

15935

Scalability wrt Neural Network Size
Adult Census Dataset (L = 0.5)
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Table 3. Comparison of Different Model Structures (Adult Census Data)

|M| U boxes symbolic deeppoly
input |C| |F| time input |C| |F| time input |C| |F| time

4 88.26% 1482 77 1136 33m 55s 95.14% 1132 65 686 19m 5s 93.99% 1894 77 992 29m 55s
6 99.51% 769 51 723 1h 10m 25s 99.93% 578 47 447 39m 8s 99.83% 1620 54 1042 1h 24m 24s
8 100.00% 152 19 143 3h 47m 23s 100.00% 174 18 146 1h 51m 2s 100.00% 1170 26 824 8h 2m 27s

10

10 100.00% 1 1 1 55m 58s 100.00% 1 1 1 56m 8s 100.00% 1 1 1 56m 43s
4 49.83% 719 9 329 13m 43s 72.29% 1177 11 559 24m 9s 60.52% 1498 14 423 10m 32s
6 72.74% 1197 15 929 2h 6m 49s 98.54% 333 7 195 20m 46s 66.46% 1653 17 594 15m 44s
8 98.68% 342 9 284 1h 46m 43s 98.78% 323 9 190 1h 27m 18s 70.87% 1764 18 724 2h 19m 11s

12

10 99.06% 313 7 260 1h 21m 47s 99.06% 307 5 182 1h 13m 55s 80.76% 1639 18 1007 3h 22m 11s
4 38.92% 1044 18 39 2m 6s 51.01% 933 31 92 15m 28s 49.62% 1081 34 79 3m 2s
6 46.22% 1123 62 255 20m 51s 61.60% 916 67 405 44m 40s 59.20% 1335 90 356 22m 13s
8 64.24% 1111 96 792 2h 24m 51s 74.27% 1125 78 780 3h 26m 20s 69.69% 1574 127 652 5h 6m 7s

20

10 85.90% 1390 71 1339 >13h 89.27% 1435 60 1157 >13h 76.25% 1711 148 839 4h 36m 23s
4 0.35% 10 0 0 1m 39s 34.62% 768 1 1 6m 56s 26.39% 648 2 3 10m 11s
6 0.35% 10 0 0 1m 38s 34.76% 817 4 5 43m 53s 26.74% 592 8 10 1h 23m 11s
8 0.42% 12 1 2 14m 37s 35.56% 840 21 28 2h 48m 15s 27.74% 686 32 42 2h 43m 2s

40

10 0.80% 23 10 13 1h 48m 43s 37.19% 880 50 75 11h 32m 21s 30.56% 699 83 121 >13h
4 1.74% 50 0 0 1m 38s 41.98% 891 14 49 10m 14s 36.60% 805 6 8 2m 47s
6 2.50% 72 3 22 4m 35s 45.00% 822 32 143 45m 42s 38.06% 847 25 50 5m 7s
8 9.83% 282 25 234 25m 30s 47.78% 651 46 229 1h 14m 5s 42.53% 975 74 180 25m 1s

45

10 18.68% 522 33 488 1h 51m 24s 49.62% 714 51 294 3h 23m 20s 48.68% 1087 110 373 1h 58m 34s

models trained on biased data. This bias is intended and present in the original data: as one would
expect, recidivism risk differs for different numbers of priors. Overall, these results demonstrate the
effectiveness of our analysis in answering specific bias queries.

For each line in Table 2, we highlighted the choice of abstract domain that entailed the shortest
analysis time. We observe that deeppoly seems generally the better choice. The difference in
performance becomes more striking as the analyzed input space becomes smaller, i.e., for QC . This
is because deeppoly is specifically designed for proving local robustness of neural networks. Thus,
our input partitioning, in addition to allowing for parallelism, is also enabling analyses designed
for local properties to prove global properties, like causal fairness.

The analysis results for all models are shown in the appendix (see Tables 10, 11, and 12).

RQ3: Effect of Model Structure on Scalability. To evaluate the effect of the model structure
on the scalability of our analysis, we trained models on the Adult Census dataset6 by varying
the number of layers and nodes per layer. The dataset assigns a yearly income (> or ≤ USD 50K)
based on personal attributes such as gender, race, and occupation. We trained all models (with 23
inputs) on a fair dataset with respect to gender and ensured that each model reached a minimum
classification accuracy of 78%. Accuracy does not increase by adding more layers or nodes per layer,
in fact, it may significantly decrease — we tried up to 100 hidden layers with 100 nodes each.
Table 3 shows the results. The first column (|M|) shows the total number of hidden nodes and

introduces the marker symbols used in the scatter plot of Figure 2 (to identify the domain used for
the forward pre-analysis: left, center, and right symbols respectively refer to the boxes, symbolic,
and deeppoly domains). The models have the following number of hidden layers and nodes per
layer (from top to bottom): 2 and 5; 4 and 3; 4 and 5; 4 and 10; 9 and 5.

Column U shows the chosen upper bound for the analysis. For each model, we tried four different
choices of U. Column input shows the input-space coverage, i.e., the percentage of the input space
that was completed by the analysis. Column |C| shows the total number of analyzed (i.e., completed)
input space partitions. Column |F| shows the total number of abstract activation patterns (left) and
feasible input partitions (right) that the backward analysis had to explore. The difference between
|C| and the number of partitions shown in |F| are the input partitions that the pre-analysis found
6https://archive.ics.uci.edu/ml/datasets/adult
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Table 3. Comparison of Different Model Structures (Adult Census Data)

|M| U boxes symbolic deeppoly
input |C| |F| time input |C| |F| time input |C| |F| time

4 88.26% 1482 77 1136 33m 55s 95.14% 1132 65 686 19m 5s 93.99% 1894 77 992 29m 55s
6 99.51% 769 51 723 1h 10m 25s 99.93% 578 47 447 39m 8s 99.83% 1620 54 1042 1h 24m 24s
8 100.00% 152 19 143 3h 47m 23s 100.00% 174 18 146 1h 51m 2s 100.00% 1170 26 824 8h 2m 27s

10

10 100.00% 1 1 1 55m 58s 100.00% 1 1 1 56m 8s 100.00% 1 1 1 56m 43s
4 49.83% 719 9 329 13m 43s 72.29% 1177 11 559 24m 9s 60.52% 1498 14 423 10m 32s
6 72.74% 1197 15 929 2h 6m 49s 98.54% 333 7 195 20m 46s 66.46% 1653 17 594 15m 44s
8 98.68% 342 9 284 1h 46m 43s 98.78% 323 9 190 1h 27m 18s 70.87% 1764 18 724 2h 19m 11s

12

10 99.06% 313 7 260 1h 21m 47s 99.06% 307 5 182 1h 13m 55s 80.76% 1639 18 1007 3h 22m 11s
4 38.92% 1044 18 39 2m 6s 51.01% 933 31 92 15m 28s 49.62% 1081 34 79 3m 2s
6 46.22% 1123 62 255 20m 51s 61.60% 916 67 405 44m 40s 59.20% 1335 90 356 22m 13s
8 64.24% 1111 96 792 2h 24m 51s 74.27% 1125 78 780 3h 26m 20s 69.69% 1574 127 652 5h 6m 7s

20

10 85.90% 1390 71 1339 >13h 89.27% 1435 60 1157 >13h 76.25% 1711 148 839 4h 36m 23s
4 0.35% 10 0 0 1m 39s 34.62% 768 1 1 6m 56s 26.39% 648 2 3 10m 11s
6 0.35% 10 0 0 1m 38s 34.76% 817 4 5 43m 53s 26.74% 592 8 10 1h 23m 11s
8 0.42% 12 1 2 14m 37s 35.56% 840 21 28 2h 48m 15s 27.74% 686 32 42 2h 43m 2s

40

10 0.80% 23 10 13 1h 48m 43s 37.19% 880 50 75 11h 32m 21s 30.56% 699 83 121 >13h
4 1.74% 50 0 0 1m 38s 41.98% 891 14 49 10m 14s 36.60% 805 6 8 2m 47s
6 2.50% 72 3 22 4m 35s 45.00% 822 32 143 45m 42s 38.06% 847 25 50 5m 7s
8 9.83% 282 25 234 25m 30s 47.78% 651 46 229 1h 14m 5s 42.53% 975 74 180 25m 1s

45

10 18.68% 522 33 488 1h 51m 24s 49.62% 714 51 294 3h 23m 20s 48.68% 1087 110 373 1h 58m 34s

models trained on biased data. This bias is intended and present in the original data: as one would
expect, recidivism risk differs for different numbers of priors. Overall, these results demonstrate the
effectiveness of our analysis in answering specific bias queries.

For each line in Table 2, we highlighted the choice of abstract domain that entailed the shortest
analysis time. We observe that deeppoly seems generally the better choice. The difference in
performance becomes more striking as the analyzed input space becomes smaller, i.e., for QC . This
is because deeppoly is specifically designed for proving local robustness of neural networks. Thus,
our input partitioning, in addition to allowing for parallelism, is also enabling analyses designed
for local properties to prove global properties, like causal fairness.

The analysis results for all models are shown in the appendix (see Tables 10, 11, and 12).

RQ3: Effect of Model Structure on Scalability. To evaluate the effect of the model structure
on the scalability of our analysis, we trained models on the Adult Census dataset6 by varying
the number of layers and nodes per layer. The dataset assigns a yearly income (> or ≤ USD 50K)
based on personal attributes such as gender, race, and occupation. We trained all models (with 23
inputs) on a fair dataset with respect to gender and ensured that each model reached a minimum
classification accuracy of 78%. Accuracy does not increase by adding more layers or nodes per layer,
in fact, it may significantly decrease — we tried up to 100 hidden layers with 100 nodes each.
Table 3 shows the results. The first column (|M|) shows the total number of hidden nodes and

introduces the marker symbols used in the scatter plot of Figure 2 (to identify the domain used for
the forward pre-analysis: left, center, and right symbols respectively refer to the boxes, symbolic,
and deeppoly domains). The models have the following number of hidden layers and nodes per
layer (from top to bottom): 2 and 5; 4 and 3; 4 and 5; 4 and 10; 9 and 5.

Column U shows the chosen upper bound for the analysis. For each model, we tried four different
choices of U. Column input shows the input-space coverage, i.e., the percentage of the input space
that was completed by the analysis. Column |C| shows the total number of analyzed (i.e., completed)
input space partitions. Column |F| shows the total number of abstract activation patterns (left) and
feasible input partitions (right) that the backward analysis had to explore. The difference between
|C| and the number of partitions shown in |F| are the input partitions that the pre-analysis found
6https://archive.ics.uci.edu/ml/datasets/adult

Proc. ACM Program. Lang., Vol. 1, No. CONF, Article 1. Publication date: January 2018.
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L U Intervals Symbolic DeepPoly Neurify Product

0.5
3 37,9 % 48,8 % 48,9 % 46,5 % 59,2 %
5 41,0 % 56,1 % 56,3 % 53,1 % 68,2 %

0.25
3 70,6 % 83,6 % 81,8 % 81,4 % 87,0 %
5 83,1 % 91,7 % 91,6 % 92,3 % 95,5 %

L U Intervals Symbolic DeepPoly Neurify Product

0.5
3 47s 60s 96s 37s 119s

5 246s 736s 557s 362s 835s

0.25
3 498s 554s 396s 420s 534s

5 3369s 2674s 2840s 2920s 3716s

36s 42s 95s 32s 118s
248s 550s 227s 237s 496s
349s 355s 320s 320s 432s

1603s 1268s 1328s 1554s 1318s 1.9x - 2.8x FASTER
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Other ML Models
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Support Vector Machines (SVMs)
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 x1

x2

 x1

x2

separation curves
support vectors

Linear SVM Non-Linear SVM
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Example
Support Vector Machines (SVMs)
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 x1

x2v1 = (−0.5,1)

v2 = (0.5, − 1)

CSVM(x) = sgn (SVM(x)) = sgn (−1 * 0.5(v1 ⋅ x) + 1 * 0.5(v2 ⋅ x))
= sgn (0.5x1 − x2)

weights

↦ − 1
↦ 1
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Kernel Functions
Non-Linear SVMs
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Formal Methods for ML
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SVM Explainability
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Explainability
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software

purpose

audience

abstract interpretation
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Static Analysis Methods
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Contribution of Input Features to Prediction
Feature Importance Measures

168

Local Global Model- Performa
nce

Effect
Specific Agnosti

c
-Based

Permutation Feature Importance (PFI)
Partial Dependence (PD) Plots

Individual Conditional Expectation (ICE) 
PlotsAccumulated Local Effects (ALE) Plots

Local Interpretable Model-Agnostic 
Explanations (LIME)SHapley Additive exPlanations (SHAP)

Individual Conditional Importance (ICI) 
CurvesPartial Importance (PI) Curves

Shapley Feature Importance (SFIMP)
Input Gradients

Abstract Feature Importance (AFI) X X X X

Local Global Model- Performa
nce

Effect
Specific Agnosti

c
-Based

Permutation Feature Importance (PFI) X X X
Partial Dependence (PD) Plots X X X

Individual Conditional Expectation (ICE) 
Plots

X X X
Accumulated Local Effects (ALE) Plots X X X

Local Interpretable Model-Agnostic 
Explanations (LIME)

X X X
SHapley Additive exPlanations (SHAP) X X X
Individual Conditional Importance (ICI) 

Curves
X X X

Partial Importance (PI) Curves X X X
Shapley Feature Importance (SFIMP) X X X

Input Gradients X X X X
Abstract Feature Importance (AFI) X X X X

Local Global
Model- Performan

ce
Effect

Specific Agnostic -Based
Permutation Feature Importance (PFI) X X X

Partial Dependence (PD) Plots X X X
Individual Conditional Expectation (ICE) 

Plots
X X X

Accumulated Local Effects (ALE) Plots X X X
Local Interpretable Model-Agnostic 

Explanations (LIME)
X X X

SHapley Additive exPlanations (SHAP) X X X
Individual Conditional Importance (ICI) 

Curves
X X X

Partial Importance (PI) Curves X X X
Shapley Feature Importance (SFIMP) X X X

Input Gradients X X X X
Abstract Feature Importance (AFI) X X X X
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   Permutation Feature Importance (PFI)

   Local Interpretable Model-Agnostic  
   Explanations (LIME)

  SHapley Additive exPlanations (SHAP)

  Abstract Feature Importance (AFI)

• requires defining a meaningful optimal neighborhood: 
sometimes unstable and easily manipulable explanations


• assumes that the decision boundary is linear at the local level, 
but there is no theoretically guarantee that this is the case

• yields a formally correct by construction approximation

• does not depend from a dataset nor the accuracy of the model

• extremely fast to compute, whatever the number of features

• supports both linear and non-linear kernel functions

• result may greatly vary depending on the dataset 
• resource intensive when the number of feature is large

• misleading result when features are correlated 
• quality of the result heavily depends on the model accuracy

• Shapley values estimations depend on the dataset 
• assumes that features are independent 
• has a very high computational cost, even for small models

“Make Sense” but Give No Guarantees

Abstract Feature Importance [Pal2024]

Why Another Feature Importance Measure?



Caterina UrbanFormal Methods for Machine Learning PipelinesVTSA 2024

Reduced Affine Form (RAF) Abstraction
Abstract Interpretation of SVMs [R19]

170

ℝn { , }
SVM(x) ℝ sgn(SVM(x))

CSVM(x)

SVM♯(x♯)

C♯
SVM(x♯)

{ , }(RAFn)n RAFn

 x1

x2

RAFn
def= {a0 +

n

∑
i=1

aiϵi + arϵr ∣ a0, a1, . . . an ∈ ℝ, ar ∈ ℝ≥0} ∪ { ⊤RAF }

RAFn
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Example
Abstract Interpretation of SVMs
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ℝn { , }
SVM(x) = − 0.5(v1 ⋅ x) + 0.5(v2 ⋅ x) ℝ

(RAFn)n RAFn
SVM♯(x♯)

 x1

x2
v1 = (−0.5,1)

v2 = (0.5, − 1)

 x1

x2

(−0.5ϵ1, 0.75 − 0.25ϵ2)
SVM♯((−0.5ϵ1, 0.75 − 0.25ϵ2))
= −0.5(−0.5(−0.5ϵ1)+1(0.75 − 0.25ϵ2))+0.5(0.5(−0.5ϵ1)−1(0.75 − 0.25ϵ2))

−0.75 − 0.25ϵ1 + 0.25ϵ2

= −0.5(0.75 + 0.25ϵ1 − 0.25ϵ2))+0.5(−0.75 − 0.25ϵ1 + 0.25ϵ2))
= − 0.75 − 0.25ϵ1 + 0.25ϵ2

{ , }

sgn (0.5x1−1x2)
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Abstract Feature Importance [Pal2024]

ℝn { , }
SVM(x) ℝ sgn(SVM(x))

CSVM(x)

SVM♯(x♯)

C♯
SVM(x♯)

{ , }(RAFn)n RAFn

 x1

x2

RAFn
def= {a0 +

n

∑
i=1

aiϵi + arϵr ∣ a0, a1, . . . an ∈ ℝ, ar ∈ ℝ≥0} ∪ { ⊤RAF }

RAFn
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Example
Abstract Feature Importance [Pal2024]
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ℝn { , }
SVM(x) = − 0.5(v1 ⋅ x) + 0.5(v2 ⋅ x) ℝ

sgn (0.5x1−1x2)

{ , }(RAFn)n RAFn
SVM♯(x♯)

 x1

x2
v1 = (−0.5,1)

v2 = (0.5, − 1)

 x1

x2

(ϵ1, ϵ2) 0.5ϵ1−1ϵ2
SVM♯((ϵ1, ϵ2))
= −0.5(−0.5ϵ1+1ϵ2)+0.5(0.5ϵ1−1ϵ2)
= 0.25ϵ1 − 0.5ϵ2 + 0.25ϵ1 − 0.5ϵ2
= 0.5ϵ1 − ϵ2
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German Dataset
AFI vs PFI
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Table 3: Comparison of AFI and PFI on German.
Grade for each feature

Linear
Baseline (13.55s) 5 5 5 6 6 7 7 7 7 8 Distance
AFI (0.01s) 5 5 5 6 6 7 8 7 7 8 1.0
PFI (4.07s) 5 5 6 7 7 9 6 6 7 7 3.16

RBF
Baseline (17.98s) 5 5 5 6 6 7 7 7 8 8 Distance
AFI (0.02s) 5 6 5 6 6 8 7 7 8 7 1.73
PFI (6.23s) 6 7 5 6 7 8 7 6 7 5 4.24

Polynomial
Baseline (15.83s) 5 5 5 6 7 7 7 7 7 8 Distance
AFI (0.01s) 7 6 7 7 5 7 6 6 5 8 4.47
PFI (4.15s) 6 7 9 7 6 7 5 6 6 6 5.74

Table 4: Distances of AFI and PFI from several baselines for different SVMs.
Baseline N = 2k N = 10k N = 2k N = 10k N = 2k N = 5k N = 10k N = 2k N = 5k N = 10k

ϵ = 0.2 ϵ = 0.2 ϵ = 0.4 ϵ = 0.4 ϵ = 0.6 ϵ = 0.6 ϵ = 0.6 ϵ = 0.8 ϵ = 0.8 ϵ = 0.8

Adult
Linear

AFI (0.27s) 0.0 0.0 1.0 0.0 1.0 1.41 1.0 1.0 1.41 1.0
PFI (10009s) 2.45 2.45 2.24 2.45 2.24 1.41 2.24 2.24 1.41 2.24

Adult
RBF

AFI (0.48s) 1.0 1.41 1.41 1.41 1.73 1.73 1.41 1.41 1.41 1.41
PFI (25221s) 1.73 2.45 2.45 2.0 2.65 2.65 2.45 2.45 2.45 2.45

Adult
Polynomial

AFI (0.44s) 1.0 1.0 0.0 1.41 0.0 0.0 0.0 0.0 0.0 0.0
PFI (9985s) 1.0 1.0 1.41 1.0 1.41 1.41 1.41 1.41 1.41 1.41

Compas
Linear

AFI (0.22s) 1.41 1.41 1.73 1.73 1.41 1.73 1.41 1.41 1.41 1.73
PFI (1953s) 1.73 1.73 2.0 2.0 2.24 2.0 2.24 2.24 2.24 2.83

Compas
RBF

AFI (0.27s) 2.0 2.0 2.65 2.65 2.83 2.83 2.83 2.83 2.83 2.83
PFI (6827s) 2.0 2.0 2.65 2.65 2.83 2.83 2.83 2.83 2.83 2.83

Compas
Polynomial

AFI (0.22s) 4.24 4.24 4.12 4.12 4.24 4.24 4.24 4.24 4.24 4.24
PFI (2069s) 2.45 2.45 3.0 3.0 3.74 3.74 3.74 3.74 3.74 3.74

German
Linear

AFI (0.01s) 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.41 1.73 1.41
PFI (4.07s) 3.16 3.46 3.16 3.16 3.16 3.16 3.16 3.6 3.74 3.0

German
RBF

AFI (0.02s) 1.73 1.0 1.73 1.73 2.0 1.41 1.73 1.73 2.0 2.24
PFI (6.23s) 4.0 3.46 4.24 4.24 4.36 3.61 4.24 4.24 4.36 4.47

German
Polynomial

AFI (0.01s) 4.90 4.12 4.47 3.87 3.87 4.24 3.46 3.46 3.46 3.46
PFI (4.15s) 5.74 5.10 5.74 4.69 4.69 5.0 4.58 4.58 4.58 4.58

gap between these bounds is zero for linear SVMs and narrow for RBF kernels trained on
the Adult and Compas datasets: in these cases, our RAF+OH abstraction turns out to be
(very) precise and the counterexample search heuristics is strong. On the other hand, the
gap is much wider in the remaining cases, notably for SVMs with polynomial kernels,
mostly due to a lower precision of the abstraction. Using partitioning (i.e., step (S4) of
Definition 3.12) up to 3.125% of the original perturbation size, we get similar upper
bounds, thus hinting the presence of a few additional counterexamples. Only partitioning
up to 0.1% of the original input size, we could find substantially more counterexamples.

Global Feature Importance. We compare our abstract feature importance AFI, used as a
global feature importance measure, with the popular global measure PFI, as implemented
in the Python sklearn.inspection package with n_repeat = 10. For the sake of comparison
with an outside baseline, we uniformly sampled N points in the input space of the SVMs
and determined how often a NOISE perturbation for a single numerical input feature
changed the SVM classification: the more often the classification changed, the more
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AFI vs PFI
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Table 3: Comparison of AFI and PFI on German.
Grade for each feature

Linear
Baseline (13.55s) 5 5 5 6 6 7 7 7 7 8 Distance
AFI (0.01s) 5 5 5 6 6 7 8 7 7 8 1.0
PFI (4.07s) 5 5 6 7 7 9 6 6 7 7 3.16

RBF
Baseline (17.98s) 5 5 5 6 6 7 7 7 8 8 Distance
AFI (0.02s) 5 6 5 6 6 8 7 7 8 7 1.73
PFI (6.23s) 6 7 5 6 7 8 7 6 7 5 4.24

Polynomial
Baseline (15.83s) 5 5 5 6 7 7 7 7 7 8 Distance
AFI (0.01s) 7 6 7 7 5 7 6 6 5 8 4.47
PFI (4.15s) 6 7 9 7 6 7 5 6 6 6 5.74

Table 4: Distances of AFI and PFI from several baselines for different SVMs.
Baseline N = 2k N = 10k N = 2k N = 10k N = 2k N = 5k N = 10k N = 2k N = 5k N = 10k

ϵ = 0.2 ϵ = 0.2 ϵ = 0.4 ϵ = 0.4 ϵ = 0.6 ϵ = 0.6 ϵ = 0.6 ϵ = 0.8 ϵ = 0.8 ϵ = 0.8

Adult
Linear

AFI (0.27s) 0.0 0.0 1.0 0.0 1.0 1.41 1.0 1.0 1.41 1.0
PFI (10009s) 2.45 2.45 2.24 2.45 2.24 1.41 2.24 2.24 1.41 2.24

Adult
RBF

AFI (0.48s) 1.0 1.41 1.41 1.41 1.73 1.73 1.41 1.41 1.41 1.41
PFI (25221s) 1.73 2.45 2.45 2.0 2.65 2.65 2.45 2.45 2.45 2.45

Adult
Polynomial

AFI (0.44s) 1.0 1.0 0.0 1.41 0.0 0.0 0.0 0.0 0.0 0.0
PFI (9985s) 1.0 1.0 1.41 1.0 1.41 1.41 1.41 1.41 1.41 1.41

Compas
Linear

AFI (0.22s) 1.41 1.41 1.73 1.73 1.41 1.73 1.41 1.41 1.41 1.73
PFI (1953s) 1.73 1.73 2.0 2.0 2.24 2.0 2.24 2.24 2.24 2.83

Compas
RBF

AFI (0.27s) 2.0 2.0 2.65 2.65 2.83 2.83 2.83 2.83 2.83 2.83
PFI (6827s) 2.0 2.0 2.65 2.65 2.83 2.83 2.83 2.83 2.83 2.83

Compas
Polynomial

AFI (0.22s) 4.24 4.24 4.12 4.12 4.24 4.24 4.24 4.24 4.24 4.24
PFI (2069s) 2.45 2.45 3.0 3.0 3.74 3.74 3.74 3.74 3.74 3.74

German
Linear

AFI (0.01s) 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.41 1.73 1.41
PFI (4.07s) 3.16 3.46 3.16 3.16 3.16 3.16 3.16 3.6 3.74 3.0

German
RBF

AFI (0.02s) 1.73 1.0 1.73 1.73 2.0 1.41 1.73 1.73 2.0 2.24
PFI (6.23s) 4.0 3.46 4.24 4.24 4.36 3.61 4.24 4.24 4.36 4.47

German
Polynomial

AFI (0.01s) 4.90 4.12 4.47 3.87 3.87 4.24 3.46 3.46 3.46 3.46
PFI (4.15s) 5.74 5.10 5.74 4.69 4.69 5.0 4.58 4.58 4.58 4.58

gap between these bounds is zero for linear SVMs and narrow for RBF kernels trained on
the Adult and Compas datasets: in these cases, our RAF+OH abstraction turns out to be
(very) precise and the counterexample search heuristics is strong. On the other hand, the
gap is much wider in the remaining cases, notably for SVMs with polynomial kernels,
mostly due to a lower precision of the abstraction. Using partitioning (i.e., step (S4) of
Definition 3.12) up to 3.125% of the original perturbation size, we get similar upper
bounds, thus hinting the presence of a few additional counterexamples. Only partitioning
up to 0.1% of the original input size, we could find substantially more counterexamples.

Global Feature Importance. We compare our abstract feature importance AFI, used as a
global feature importance measure, with the popular global measure PFI, as implemented
in the Python sklearn.inspection package with n_repeat = 10. For the sake of comparison
with an outside baseline, we uniformly sampled N points in the input space of the SVMs
and determined how often a NOISE perturbation for a single numerical input feature
changed the SVM classification: the more often the classification changed, the more
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Table 5: Local Comparison of AFI and LIME.
Distance between Adult Compas German
LIME and ... Lin. RBF Poly Lin. RBF Poly Lin. RBF Poly
AFI (ϵ = 0.1) 2.42 2.04 2.98 1.67 1.06 3.05 2.62 2.03 5.31
AFI (ϵ = 0.2) 1.68 1.32 2.67 1.63 0.17 2.73 2.21 2.00 5.41
AFI (ϵ = 0.3) 1.39 0.51 2.58 1.57 0.14 2.62 1.92 2.05 5.45
AFI (Global) 1.37 0.01 1.01 1.57 0.13 3.16 1.90 1.89 5.53

Table 6: Time Comparison (in sec) of AFI, PFI, LIME.

Dataset Linear Polynomial RBF
AFI PFI LIME AFI PFI LIME AFI PFI LIME

Adult 0.27 1·104 3.78 0.45 1·104 6.21 0.48 2·104 9.82
Compas 0.22 2·103 2.72 0.22 2·103 2.89 0.27 6·103 8.97
German 0.01 4.07 0.198 0.01 4.15 0.355 0.02 6.23 0.223

important is the input feature. As a representative example, we show in Table 3, a
comparison for the SVMs trained on the German dataset. In lines ‘Baseline’, ‘AFI’ and
‘PFI’, we show the feature grades, as defined in Section 3.1, of the 10 non-categorical
(7 numerical plus 3 binary) input features of German based on the importance scores
measured by, respectively, baseline, AFI and PFI. The baseline has been computed by
considering N = 10000 samples and a NOISE perturbation with magnitude ϵ = 0.4.
We also indicate in parenthesis the time needed (in seconds) to compute these scores,
where for our AFI measure, we used the RAF+OH abstraction. In column ‘Distance’ we
show the Euclidean distance between the feature grades computed by AFI and PFI w.r.t.
the baseline. We can observe that AFI better correlates with model variance to feature
perturbations than PFI. In fact, the correlation is almost perfect for the linear SVM. For
nonlinear SVMs, the abstraction RAF+OH loses more precision, so that the correlation
decreases, nevertheless the distance to the baseline is still smaller than for PFI. Note that
AFI is computed in a negligible fraction of time w.r.t. PFI.
Table 4 compares the Euclidean distance between the feature grades computed by AFI
and PFI w.r.t. different choices of the number of samples N and magnitudes ϵ used for
computing the baseline of SVMs trained on the Adult, Compas, and German datasets.
For each AFI-baseline and PFI-baseline pair, the smaller distance is made bold and the
larger has a faded shade. The data indicates AFI is closer to the baseline than PFI in
most cases, except for the polynomial SVM trained on Compas: for this case, the likely
reason is the low precision of our polynomial SVM abstraction, as also hinted by the
low verified individual fairness scores in the entries for Compas/Polynomial/RAF+OH
in Table 2.

Local Feature Importance. In Table 5, we present a comparative analysis between
our measure AFI, used as a local feature importance measure, and the extensively used
local feature importance measure LIME as implemented in the Python lime.lime_tabular
package [39], for SVMs trained on the three different datasets. The local neighborhood
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model parameters

loss function (e.g, cross-entropy)Robust Loss

<latexit sha1_base64="xPldkxPevPOP8gzw/u0qMygyq9c=">AAAKcXichVZbjxs1FJ60XLbh0m15oeLFNKrIFrpKUAU8FrYr8VBokUi7UiaKbI+TGcVzke3JJrVGQuI/IvETeOYPcGzPZDv2toy0m2/O953jc44vY1LxTKrJ5O/BjZvvvf/Bh0e3hh99/Mmnt4/v3H0py1pQNqMlL8UFwZLxrGAzlSnOLirBcE44e0U2Z4Z/tWVCZmXxu9pXbJHjdZGtMooVmJbHf8Z5Vix1rFKmMGliFJ9fLPU43pFvULwnJyjOChTnWKUUc/20aVDM2UrNjW0HfjvyVV9y1hjnk+bK8qxB49W4HQGigsuJCx6LbJ2qxfJ4NDmd2AeFYNqCUdQ+L5Z3jv6Kk5LWOSsU5VjK+XRSqYXGQmWUs2YY15JVmG7wms0BFjhncqFttxr0ACwJWpUC/gqFrPVND41zKfc5AaUpQfqcMV7HzWu1+mGhs6KqFSuoG2hVc6RKZFqPkkwwqvgeAKYig1wRTbHAVMEEDfvDUAq1SaikYJe0zHNcJDquCRbNfLoAVCRMOJGOjVWPpk0zvDZV32iqln1rYo19G8n77zvXvuEDeNDzywLJtBSK1qrfIKbKkpNy13cuMspWkLBX0OsUq0bH8F+/bjwuJytXqymCrFyBfW/i3EF5iBFIWj4Iv++Yvc8UtaFIblCQ1IHLA07huotpsE9z2JQJ7tzd21s0riwjE2kZDFMKdmk7o2M7JVqwpEF6PJqeBPXLDQQyjXd51Q1sWb2JQecbHtl3fiXwIpGuNuIzh6rDkjuGhz5XM9/5Bs6ehAeSXRd/FzSpY5TPbDtmGy64lsmDcUweKuMJOwznrzNPEa5EgnmV4nZaHQ46DAdkK7DQ59cYUCtw2FckjB9COOz3xR3zTmFfghiy7YIM50xsgaMpoxs9C6frDfaZz/46+8k0iO2UNjCYR28jhw2WvkQGklxZAZwWSnnUuqwMZ5u2bPMwpmCUbO3OHAA5tl862FbuM3Xiaas0sysffpemOcsNfNQ4/PhBK9kK5f8Iay55WbHDjoUknB42p8XOydnQo+uDqOuCKCM0Hr0w6h1hatsBu1KwcMvFWsJtehDWobIvFeVltwgM9ALBWdaxBnosfDLXHW1x4F1sO/7MYDP4Uwa3A8F+gSXxvILvJRydD2HzCchu11gQf2nuMc27pFlxJQX8Nun5Rbv4CNHnQem0O1uonzjrGAYM3ISm/r0nBC+/PZ1+d/r4t8ejJz/+4e5ER9EX0f1oHE2j76Mn0c/Ri2gW0eifwe3B54N7t/4d3hui4X0nvTFo71GfRb1n+PV/v8X04Q==</latexit>

min
θ

E
(x,y)∈D

[
max

x′∈C(x)
L(f(θ,x′),y)

]

model

perturbation domain

expected value

data point
data label



Caterina UrbanFormal Methods for Machine Learning PipelinesVTSA 2024

Minimizing the Worst-Case Loss for Each Input
Robust Training

182

generate adversarial inputs  
and use them as training data

Adversarial Training
Minimizing a Lower Bound on the  
Worst-Case Loss for Each Input

Certified Training
Minimizing an Upper Bound on the  
Worst-Case Loss for Each Input

use upper bound as regularizer  
to encourage robustness

Robust Loss
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L(f(θ,xadv), y)
<latexit sha1_base64="o/pD1ePWuJMLZTSru1nzwu1vAxs=">AAAO83icjVfbbtw2EFXSW+o2btI+9oWtYSApHNcb9IoiQJzERQo4tZvaSYDVYkFJ1IpYilRJai8W9At9bYG+FX3tB+VvOqSk9YrcJBXg9WjOmeFwODOSooJRpQ8OXl65+tbb77z73rX3tz748Pr2RzdufvxMiVLG5DwWTMgXEVaEUU7ONdWMvCgkwXnEyPNo+tDgz2dEKir4mV4WZJTjCacpjbE2qnBCfhvf2DnYP7AX8oVBK+wE7XU6vnn9ZZiIuMwJ1zHDSg0HB4UeVVhqGjNSb4WlIgWOp3hChiBynBM1qmywNdoFTYJSIeGPa2S16xYVzpVa5hEwc6wz5WJGuQkbljr9blRRXpSa8LhZKC0Z0gKZnaOEShJrtgQBx5JCrCjOsMSxhvxs9ZbhNCYpIDVqrl0IMwdQIxOZYMrGP/jy7h4iOt7v2eY0lsIsWHe2nUZMJC6yZY+9aLOC1lYCBcSztYt+hEV0RoQkuUKYJ0iVcbYxHxsT2A8LaFpA6B5XZ3ltVqMpWooSAYjgFKFoSLrf29owxgXVmNELsscFjiJJZnCsLdf4eMMFi5w9Pjp5evTk1zdzw27neslIVTBMOYTOybzVV+3/ujprhaGC84WqHvVohRSFUNQA9bBVjqrTNW2Pzkie4zXisb3vUWIhBWNYLtdoD1c6J/CEpJRvWGdNf+nl0SvI0GNlXjjkw0ulsyYIWE77LlrdpfnTlmQORSSCC00Uogq1XZOUkvIJSuBwmShMq/+AFM0L6J+SQzcYjSlOxMlCIzN+wBFcpkw7WJQNxaAoAj/zvoVtzVJyJNK0M1Jbu+sll1CFYZbtabBRUHj3NOXLUaW7iPvD5tUsCO4QupAvc2cB3Gj3oI8YgwJXUNpzLPleW0xwO5GiLNSUFiDzMo+INIMZbjLocmlaXd2rOj+wnh2t9aiaMKEUltSsv2vOouVUNCrq6qcHp/DDYfjMMEMPRAmJM1WJJ4193wSmgq6rhyfHZ/Ar+Iws0DFeEnlnTqFfDxMz42Ep8HQmoVPg6Oyej8WcSBRhZ8LGscl0UyAm73BoVVgCrR4ORiDxhMiGVIVGW+0MauvvOUwwlNJJKUl/MM8BAH299b/Gk5n8ziBKrLKvi/J607C0swOdzDlSmZA6LnU/FmLmXCQW9eaZ3t/1RYYhsSH8Vhe1g+VR2iTEbCJKmyz0raPGHJgrHx6lxT33yw5ZuggvDRTlRvKCWmG5h2lcdj6N7MIM3gsS3Jk3d6/gNNsyNJkJbxmYIHObmSq0RwLTJalRdWtncNvbv5qCI5P4Jq6yHldhNQ2B5yru2Ht2SXA8Rd3eIhdZ7drfcocw3+by5Dtbz9ihMI+y6PwvvCR1iHaRWYfM/IJrkdxbx8ShKUvIajm3zhyGX4kRZkWG22NtZC/DRHcEK7r4BJunYUNoZJeRELZy0chuXjJw3NWgvfF8qDYLyj8zOQMszkg8rc7941pDj1305/MHJkHwhKiM6J2j08h+gpVLUR4l15ZgXrW0A01EYTCbtHEbh1F5q8AQtTMHhByHjKQa2iqUdJLp2w63yKitfPg/NskZT/cQZGE8dZ0WqiWqNxBLpuBpT1YdC0E0fGhOKzdGjQ7d2exEb3KiDdFY9Nzo17gpbQZspWDZlIvV+G26IpY+s0+VYt4VgREdRzDLOtSIDgqfDZMOtrJnzWcdbh7RdvFHBL6QJHkCJXECLwsYRucX0HwSolvUVgg/C438Oiq8+a6o9i14M/XoRVt8UVQdeVuPu9kSu4GTDiF1DR+DA/fTzxee3d0ffLP/9S9f7dz/vv0svBZ8Gnwe3AoGwbfB/eBxcBqcB3GQBb8HfwR/bpfbf23/vf1PQ716pbX5JOhd2//+B2QjpDQ=</latexit>≥

[Madry et al. 2018]

<latexit sha1_base64="WbJ1sFWF/X2ePTxAr4ni3xgjy4s=">AAAKHHichVZLj9s2EFbS19p9bdpjL2qdAEnRLOyg6OMWNA3QQ9qkQJ0ssDIMkqItwhQpkJQfEfQveu4P6bW5Fb0G6L/pkJS8EblJBez603zfDDnDIUVccabNdPrvtetvvf3Ou++djMbvf/DhRx+f3vjkqZa1InROJJfqHCNNORN0bpjh9LxSFJWY02d488Dyz7ZUaSbFb+ZQ0UWJ1oKtGEEGTMvTs0dyR1WKZS3y9Gam2LowSCm5u5mi3DoixRBPjUJMMLFenk6mZ1P3pDGYdWCSdM+T5Y2Tl1kuSV1SYQhHWl/MppVZNEgZRjhtx1mtaYXIBq3pBUCBSqoXjUusTW+BJU9XUsGfMKmzvurRoFLrQ4lBWSJT6JCzxqu4i9qsvls0TFS1oYL4gVY15ClTW6U0Z4oSww8AEFEM5pqSAilEDJRkPByGEMhNQyaC7ogsSyTyJqsxUu3FbAFI5FR5UZNZazOZte34yqmGRpu1HlpzZxzacDl83/vyjW/Bkz7eiVQXUhlSm2GBqJGSY7kfOgtG6AomHCT0vECmbTL43zxvA67EK5+rTQKvfIJDb+zdQXmMEUk6Pgp/6JlDyIjaUri0KJrUkSsjzqC6j2lxSHPYPznq3f3bazQ+LStThYyGkYruXGWazC1Jo2jeps3tyexOlL/eQCBbeD+vul02WbPJQBca7rp3fikIIuE+Nxwyx6zjlHuGxz6XK9/7Rs6BhEeSfR9/HxWpZ0zIbHtmGzdcx5TROHYehvGcHocL+yxQxJ2IEa8K1C2rx1GFqekFDob8GgHqBB6HipzyYwiPw7oUELjvQfcSxdBdFXS8ZmoLHCko2TTzeLleYR+F7C/zH2yB6N40FkbrGGzkuMA6lOhIUhongNPCmIBay8pyrmjLbh7WFI3C1v7MAVCijNOVgW3lP2B3Am1VMNf58Lu0xVluvkqhCstNGLTSnVD/j7DmmsuKHncsTMLrYXM67J28Lb17dRBzVRBjhdZjEMa8IUztKuA6BSnfLs4Sb9OjsI6VQylcAPomsDAIBGdZz1oYsPDJXPe0w5G32Pb8A4vt4D9SuB0o+jO0xOMKvpdwdH4Jm0/B7PatA9nnmcVvkjJxKQX8OunD8675MG4eRqmT/mwh4cRpz1Bg4CY0C+89MXh672z2zdnXv96b3P++uxOdJJ8lXyS3k1nybXI/+Sl5kswTkvye/Jn8lbwY/TF6Mfp79I+XXr/W+XyaDJ7Ry/8A3l3a9A==</latexit>

Lower bound → adversarial training

≥

Verified Training

<latexit sha1_base64="sn97gYEAxjCZ94xTjQVQHVwrrh0=">AAAPFHicjVfbbtw2EFXSW+o2btI+9oWtY8AOHNcboDcUAXJzkQJO7aZ2EmC1NSiJWhFLkQJJ7SWCPqA/0N/oawv0rehr3/M3HVLSekVukgqwdzTnzHA4nBlJUcGo0gcHLy9dfuvtd95978r7Gx98eHXzo2vXP36qRCljchYLJuTzCCvCKCdnmmpGnheS4Dxi5Fk0eWDwZ1MiFRX8VC8KMsrxmNOUxliD6vza1o0wxzqLMauO6l9u7qQ7oc6IxtEeCufR7h5a7N4A1sH+gb2QLwxaYStor5Pz61dfhomIy5xwHTOs1HBwUOhRhaWmMSP1RlgqUuB4gsdkCCLHOVGjyu6mRtugSVAqJPxxjax21aLCuVKLPAKmCV25mFGuw4alTr8ZVZQXpSY8bhZKS4a0QCY1KKGSxJotQMCxpBArijMscawhgRu9ZTiNSQpIjZprG8LMAdTIRCaYsvEPvri9h4iO93u2OY2lMAvWnW2nEWOJi2zRY8/brKCVlUAB8Wxso+9hETguIUmuEOYJUmWcrc3H2gT2wwKaFhC6x9VZXpvVaIoWokQAIjhFqCqS7ve2NoxxQTVm9AXZ4wJHkSRTONaWa3y84YJFTh8dHj85fPzzm7lht3O9YKQqGKYcQudk1uqr9reuTlthqOB8oexHPVohRSEUNUA9bJWj6mRF26Mzkud4hXhk73uUWEjBGJaLFdqDpc4JPCEp5WvWWdFfeHn4CjL0WJkXDvnehdJZEwQsJ30Xre7C/ElLMociEsGFJgpRhdquSUpJ+RglcLhMFKbVv0OK5gX0T8mhG4zGFCfiZK6RmU/gCC5Tph0syoZiUBSBn1nfwrZmKTkSadoZqY3t1ZJLqMIw7PY02CgovDua8sWo0l3E/WHzahYEdw+6kC9yZwHcaPegjxiDAldQ2jMs+V5bTHA7lqIs1IQWIPMyj4g0kxtuMuhyaVpd3ak6P7Cenb31qBozoRSW1Ky/bc6i5VQ0Kurqh/sn8I/D8Jlihu6LEhJnqhKPG/u+CUwFXVcPjo9O4b/gUzJHR3hB5K0ZhX69l5iHACwFnk4ldAocnd3zkZgRiSLsTNg4NpluCsTkHQ6tCkug1cPBCCSeENmQqtBoq61Bbf09gwmGUjouJekP5hkAoK83/td4MpPfGUSJVfZ1UV6vG5Z2dqDjGUcqE1LHpe7HQsyci8S8Xj/T+7t+kWFIbAj/qxe1g+VR2iTEbCJKmyz0raPGHJhLHx6lxT33iw5ZuAgvDRTlRvKCWmK5h2lcdj6N7MIMXhwS3Jk3d6/gNNsyNJkJbxmYIDObmSq0RwLTJalRtbM12PX2rybgyCS+iausz6uwmoTAcxW37D27IDieom5vkYssd+1vuUOYb3Nx8p2tZ+xQmEeZd/7nXpI6RLvItEOmfsG1SO6tY+LQlCVkuZxbZw7Dr8QIsyLD7bE2spdheDdsCVZ08TE2T8OG0MguIyFs6aKR3bzY98+WYW88H6rNgvLPTE4BizMST6oz/7hW0CMX/fHsvkkQPCEqI3rn6DSyn2DlUpRHybUlmFct7UBjURjMJu28jcOovFVgiNqZA0KOQ0ZSDW0VSjrO9K7DLTJqKx9+z01yzifwWs/gx3VaqJao3kAsmYKnPVl2LATR8KE5rdwYNTp0a70Tvc6JNkRj0XOjX+OmtBmwlYJlUy5W47fpklj6zD5VillXBEZ0HMEs61AjOih8Now72MqeNZ92uHlE28UfEvhCkuQxlMQxvCxgGJ03ofkkRDevrRB+Fhr5dVR4811S7Vvweurh87b4oqg69LYed7MldgMnHULqGj4GB+6nny88vb0/+Gr/y59ub939tv0svBJ8Gnwe7ASD4OvgbvAoOAnOgjj4Nfg9+CP4c/O3zb82/978p6FevtTafBL0rs1//wNQ0a9t</latexit>

L∗(f(θ,x), y)
<latexit sha1_base64="C3jJfKGBCWKGhIOpeMyemHeZJqw=">AAAPHnicjVfbbtw2EFXSW+o2btI+9oWtYcAubMcb9IoiQG4uUsCp3dROAqwWBiVRK2IpUiCpvUTQV/QH+ht9bYG+FX1t/qZDSlqvyE1SAfaO5pyZIYczs9yoYFTpw8OXV66+9fY777537f2NDz68vvnRjZsfP1WilDE5jwUT8nmEFWGUk3NNNSPPC0lwHjHyLJo8MPizKZGKCn6mFwUZ5XjMaUpjrEF1cWM/zLHOYsyq4/qiCjWZ6wr4dY120p1QZ0TjaA+F82h3Dy12L25sHR4c2gf5wqAVtoL2Ob24ef1lmIi4zAnXMcNKDQeHhR5VWGoaM1JvhKUiBY4neEyGIHKcEzWq7L5qtA2aBKVCwh/XyGpXLSqcK7XII2CaXSgXM8p12LDU6bejivKi1ITHTaC0ZEgLZJKEEipJrNkCBBxLCmtFcYYljjWkcqMXhtOYpIDUqHm2YZk5gBqZlQmm7PoHt27vIaLjg55tTmMpTMC6s+00YixxkS167HmbFbQSCRSwno1t9AMEgdMSkuQKYZ4gVcbZ2nysTWB/WUDTApbucXWW1yYaTdFClAhABKcI9ULSg97WhjEuqMaMviB7XOAokmQKx9pyjY83PBDk7NHRyZOjx7+8mRt2O9cLRqqCYcph6ZzMWn3VftbVWSsMFZwvNMCoRyukKISiBqiHrXJUna5oe3RG8hyvEI/te48SCykYw3KxQnuw1DkLT0hK+Zo4K/pLLw9fQYYeK/PCId+7VDoxQcBy0nfR6i7Nn7QkcygiEVxoohBVqO2apJSUj1ECh8tEYVr9e6RoXkD/lBy6wWhMcSIO0wWZSQWO4DFl2sGibCgGRRH4mfUtbGuWkiORpp2R2theLbmEKgxjb8/MMAWFd0dTvhhVultxf9i8mgWLuwddyBe5EwA32j3oI8agwBWU9gxLvtcWE7yOpSgLNaEFyLzMIyLNDIeXDLpcmlZXd6rOD8SzU7geVWMmlMKSmvjb5ixaTkWjoq5+vH8K/zgMnylm6L4oIXGmKvG4se+bwFTQdfXg5PgM/gs+JXN0jBdE7s8o9Ou9xHwdQCjwdCahU+Do7J6PxYxIFGFnwsaxyXRTICbvcGhVWAKtHg5GIPGEyIZUhUZbbQ1q6+8ZTDCU0nEpSX8wzwAAfb3xv8aTmfzOIEqssq+L8nrdsLSzA53MOFKZkDoudX8txMy5SMzr9TO9v+sXGYbEhvC/elE7WB6lTULMJqK0yULfOmrMgbn04VFa3HO/6JCFi/DSQFFuJG9RSyz3MI3LzqeRXZjBFSLBnXnz9gpOsy1Dk5nwwsAEmdnMVKE9EpguSY2qna3Brrd/NQFHJvHNukpzI6kmIfBcxb59Z5cEx1PU7S1ykeWu/S13CPNtLk++s/WMHQrzKPPO/9xLUodoF5l2yNQvuBbJvThmHZqyhCzDuXXmMPxKjDArMtweayN7GYarYUuwoouPsfk2bAiN7DISwpYuGtnNi71+tgz74vlQbRaUf2ZyClickXhSnfvHtYIeu+hP5/fr9i5sRO8cnUb2E6xcivIoubYEc9XSDjQWhcFs0ro7uVF5UWCI2pkDQo5DRlINbRVKOs70rsMtMmorHz4vTHIuJnCrZ/DhOi1US1RvIJZMwbc9WXYsLKLhQ3NauTFqdGh/vRO9zok2RGPRc6Nf46a0GbCVgmVTLlbjt+mSWPrMPlWKWVcERnQcwSzrUCM6KPxsGHewlT1rPu1w8xVtgz8k8AtJksdQEidwWcAwOr+A5pOwunlthfCz0Mivo8LNd0m1t+D11KPnbfFFUXXkbT3uZkvsLpx0CKlr+DE4cH/6+cLT2weDrw+++vnLrbvftT8LrwWfBp8HO8Eg+Ca4GzwKToPzIA5+DX4P/gj+3Pxt86/Nvzf/aahXr7Q2nwS9Z/Pf/wB9n7Tg</latexit>

Lver(f(θ,x), y)
<latexit sha1_base64="JY3ZGyd+IwB1XTxlrZ960JqljGU=">AAAO83icjVfbbtw2EFXSW+o2btI+9oWtYSApHNcb9IoiQJzERQo4tZvaSYDVYkFJ1IpYilRJai8W9At9bYG+FX3tB+VvOqSk9YrcJBXg9WjOmeFwODOSooJRpQ8OXl65+tbb77z73rX3tz748Pr2RzdufvxMiVLG5DwWTMgXEVaEUU7ONdWMvCgkwXnEyPNo+tDgz2dEKir4mV4WZJTjCacpjbE2qpCR38Y3dg72D+yFfGHQCjtBe52Ob15/GSYiLnPCdcywUsPBQaFHFZaaxozUW2GpSIHjKZ6QIYgc50SNKhtsjXZBk6BUSPjjGlntukWFc6WWeQTMHOtMuZhRbsKGpU6/G1WUF6UmPG4WSkuGtEBm5yihksSaLUHAsaQQK4ozLHGsIT9bvWU4jUkKSI2aaxfCzAHUyEQmmLLxD768u4eIjvd7tjmNpTAL1p1tpxETiYts2WMv2qygtZVAAfFs7aIfYRGdESFJrhDmCVJlnG3Mx8YE9sMCmhYQusfVWV6b1WiKlqJEACI4RSgaku73tjaMcUE1ZvSC7HGBo0iSGRxryzU+3nDBImePj06eHj359c3csNu5XjJSFQxTDqFzMm/1Vfu/rs5aYajgfKGqRz1aIUUhFDVAPWyVo+p0TdujM5LneI14bO97lFhIwRiWyzXaw5XOCTwhKeUb1lnTX3p59Aoy9FiZFw758FLprAkCltO+i1Z3af60JZlDEYngQhOFqEJt1ySlpHyCEjhcJgrT6j8gRfMC+qfk0A1GY4oTcbLQyIwfcASXKdMOFmVDMSiKwM+8b2Fbs5QciTTtjNTW7nrJJVRhmGV7GmwUFN49TflyVOku4v6weTULgjuELuTL3FkAN9o96CPGoMAVlPYcS77XFhPcTqQoCzWlBci8zCMizWCGmwy6XJpWV/eqzg+sZ0drPaomTCiFJTXr75qzaDkVjYq6+unBKfxwGD4zzNADUULiTFXiSWPfN4GpoOvq4cnxGfwKPiMLdIyXRN6ZU+jXw8TMeFgKPJ1J6BQ4OrvnYzEnEkXYmbBxbDLdFIjJOxxaFZZAq4eDEUg8IbIhVaHRVjuD2vp7DhMMpXRSStIfzHMAQF9v/a/xZCa/M4gSq+zrorzeNCzt7EAnc45UJqSOS92PhZg5F4lFvXmm93d9kWFIbAi/1UXtYHmUNgkxm4jSJgt966gxB+bKh0dpcc/9skOWLsJLA0W5kbygVljuYRqXnU8juzCD94IEd+bN3Ss4zbYMTWbCWwYmyNxmpgrtkcB0SWpU3doZ3Pb2r6bgyCS+iausx1VYTUPguYo79p5dEhxPUbe3yEVWu/a33CHMt7k8+c7WM3YozKMsOv8LL0kdol1k1iEzv+BaJPfWMXFoyhKyWs6tM4fhV2KEWZHh9lgb2csw0R3Bii4+weZp2BAa2WUkhK1cNLKblwwcdzVobzwfqs2C8s9MzgCLMxJPq3P/uNbQYxf9+fyBSRA8ISojeufoNLKfYOVSlEfJtSWYVy3tQBNRGMwmbdzGYVTeKjBE7cwBIcfwfp5qaKtQ0kmmbzvcIqO28uH/2CRnPN1DkIXx1HVaqJao3kAsmYKnPVl1LATR8KE5rdwYNTp0Z7MTvcmJNkRj0XOjX+OmtBmwlYJlUy5W47fpilj6zD5VinlXBEZ0HMEs61AjOih8Nkw62MqeNZ91uHlE28UfEfhCkuQJlMQJvCxgGJ1fQPNJiG5RWyH8LDTy66jw5rui2rfgzdSjF23xRVF15G097mZL7AZOOoTUNXwMDtxPP194dnd/8M3+1798tXP/+/az8FrwafB5cCsYBN8G94PHwWlwHsRBFvwe/BH8uV1u/7X99/Y/DfXqldbmk6B3bf/7H6zppDk=</latexit>≤

[Wong and Kolter 2018, Gowal et al. 2018, Zhang et al. 2020, Shi et al. 2021]

<latexit sha1_base64="urA8encBSQDmX0CJRr/J+3T56z4=">AAAKGnichVZLj9s2EFbS19p9bdpjLmydAEmRLOyg6OMW5AH00DYpUCcLrAyDpGhLMEUKJOW1I+hP9NwfkmtzK3otCvTfdEhK3ojcpAJ2/Wm+b4ac4ZAiqXihzXT675Wr77z73vsfHI3GH3708SefHl/77JmWtaJsTiWX6pRgzXgh2NwUhrPTSjFcEs6ek81Dyz/fMqULKX41+4otSrwWxaqg2IBpeXxnXlVMISJrkaEbqSrWucFKyfMbiDJlQMkyZBQuRCHWy+PJ9GTqHhSDWQcmSfc8XV47+ifNJK1LJgzlWOuz2bQyiwZDZMpZO05rzSpMN3jNzgAKXDK9aFxaLboJlgytpII/YZCzvu7R4FLrfUlAWWKT65Czxsu4s9qsvls0hahqwwT1A61qjoxEtkYoKxSjhu8BYKoKmCuiOVaYGqjkeDgMpZCbhkwEO6eyLLHImrQmWLVnswUgkTHlRU1qrc1k1rbjS6caGm3WemjNnHFoI+XwfefLN74JD3pyLpDOpTK0NsMCMSMlJ3I3dBYFZSuYcJDQixybtknhf/OiDbiSrHyuNgmy8gkOvYl3B+UhRiTp+Cj8vmf2ISNqS5HSomhSB66MOIPrPqbFIc1h92S4d/dvb9D4tKxM5TIaRip27irTpG5JGsWyFjW3JrPbUf56A4Fs4f286nbZpM0mBV1ouOve+YUgiET63EjIHLKOU+4ZHvtcrHzvGzkHEh5Jdn38XVSknjEhs+2ZbdxwHVNG49h5mIJn7DBc2GeBIu5EgnmV425ZPY4qzEwvcDDk1xhQJ/A4VGSMH0J4HNYlh8B9D7qXKIbuqqDjNVNb4GjO6KaZx8v1GvtjyP48f2ALxHamsTBax2AjxwXWoURHktI4AZwWxgTUWlaWc0VbdvOwpmiUYu3PHAAlTjlbGdhW/vN1O9BWeeE6H36XtjjLzR0EVVhuwqCV7oT6f4Q111xW7LBjYRJeD5vTYe/kbeju5UHMZUGMFVqPQRjzljC1q4DrFKx8uzhLvE0PwjpWDqXw+e+bwMIgEJxlPWthwMInc93TDkfeYtvzDy22gz9icDtQ7CdoiSdwHcFwdH4Fm0/B7HatA+kXqcVvkxbiQgr4TdLHp13zEdI8jlKn/dlCw4mznmHAwE1oFt57YvDs3snsm5Ovf7k3uf99dyc6Sq4nXya3klnybXI/+SF5mswTmvyWvEz+SF6Nfh+9Gv05+stLr17pfD5PBs/o7/8AL2XaBA==</latexit>

Upper bound → certified training

Robust Loss
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Figure 9: Standard (Std.) and robust cross-entropy loss, computed with BOX (Box) bounds for an adversarially
(left) and IBP (right) trained network over subselection ratio λ. Note the logarithmic y-scale and different axes.

Table 7: Comparison of the standard (Acc.), adversarial (Adv. Acc), and certified (Cert. Acc.) accuracy for
different certified training methods on the full CIFAR-10 test set. We use MN-BAB (Ferrari et al., 2022) to
compute all certified and adversarial accuracies.

ϵ∞ Training Method Source Acc. [%] Adv. Acc. [%] Cert. Acc. [%]

2/255

COLT Balunovic & Vechev (2020) 78.42 66.17 61.02
CROWN-IBP Zhang et al. (2020)† 71.27 59.58 58.19
IBP Shi et al. (2021) - - -
SABR this work 79.52 65.76 62.57

8/255

COLT Balunovic & Vechev (2020) 51.69 31.81 27.60
CROWN-IBP Zhang et al. (2020)† 45.41 33.33 33.18
IBP Shi et al. (2021) 48.94 35.43 35.30
SABR this work 52.00 35.70 35.25

- No network published.
† Published network does not match reported performance.

D ADDITIONAL EXPERIMENTAL RESULTS
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Figure 10: Comparison of the robust cross-entropy
losses computed with BOX (Box) centered around un-
perturbed and adversarial examples for an IBP and
SABR trained network over subselection ratio λ.

Loss Analysis In Fig. 9, we show the error
growth of an adversarially trained (left) and IBP
trained model over increasing subselection ra-
tios λ. We observe that errors grow only slightly
super-linear rather than exponential for the ad-
versarially trained network. We trace this back
to the large portion of crossing ReLUs (Table 4),
especially in later layers, leading to the layer-
wise growth being only linear. For the IBP
trained model, in contrast, we observe exponen-
tial growth across a wide range of propagation
region sizes, as the heavy regularization leads to
a small portion of active and unstable ReLUs.
In Fig. 10, we compare errors for BOX centred
around the unperturbed sample (BOX Std) and
around a high loss point computed with an adversarial attack (BOX Adex). We observe that while
the loss is larger around the adversarial centres, especially for small propagation regions, this effect
is small compared to the difference between training or certification methods.

D.1 EFFECT OF VERIFICATION METHOD ON OTHER CERTIFIED DEFENSES

In this section we compare different certified defenses when evaluated using the same, precise veri-
fier MN-BAB (Ferrari et al., 2022). While COLT (Balunovic & Vechev, 2020) and IBP-R (Palma
et al., 2022) trained networks were verified using similarly expensive and precise verification meth-
ods as MN-BAB (MILP (Tjeng et al., 2019) and β-CROWN (Wang et al., 2021), respectively),
the IBP and CROWN-IBP trained networks were originally verified using much less precise BOX
propagation. We compare standard (Acc.), empirical adversarial (Adv. Acc.), and certified (Cert.
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(a) MNIST (b) CIFAR-10 (c) Restricted ImageNet

Figure 2: Visualization of the loss gradient with respect to input pixels. Recall that these gradients
highlight the input features which affect the loss most strongly, and thus are important for the classi-
fier’s prediction. We observe that the gradients are significantly more interpretable for adversarially
trained networks – they align well with perceptually relevant features. In contrast, for standard
networks they appear very noisy. We observe that gradients of ℓ∞-trained models tend to be sparser
than those of ℓ2-trained models. (For MNIST, blue and red pixels denote positive and negative
gradient regions respectively. For CIFAR-10 and ImageNet, we clip gradients to within ±3σ and
rescale them to lie in the [0, 1] range.) Additional visualizations are in Figure 10 of Appendix G.

samples from the distribution. This constitutes an interesting manifestation of the generally observed
phenomenon of transferability (Szegedy et al., 2013) and might hint at its origin.

Empirical examination In Section 2.1, we showed that the trade-off between standard accuracy
and robustness might be inevitable. To examine how representative our theoretical model is of
real-world datasets, we also experimentally investigate this issue on MNIST (LeCun et al., 1998)
as it is amenable to linear classifiers. Interestingly, we observe a qualitatively similar behavior. For
instance, in Figure 5(b) in Appendix E, we see that the standard classifier assigns weight to even
weakly-correlated features. (Note that in settings with finite training data, such brittle features could
arise even from noise – see Appendix E.) The robust classifier on the other hand does not assign any
weight beyond a certain threshold. Further, we find that it is possible to obtain a robust classifier
by directly training a standard model using only features that are relatively well-correlated with the
label (without adversarial training). As expected, as more features are incorporated into the training,
the standard accuracy is improved at the cost of robustness (see Appendix E Figure 5(c)).

3 UNEXPECTED BENEFITS OF ADVERSARIAL ROBUSTNESS

In Section 2, we established that robust and standard models might depend on very different sets of
features. We demonstrated how this can lead to a decrease in standard accuracy for robust models. In
this section, we will argue that the features learned by robust models can also be beneficial.

At a high level, robustness to adversarial perturbations can be viewed as an invariance property of
a model. A model that achieves small loss for all perturbations in the set ∆, will necessarily have
learned features that are invariant to such perturbations. Thus, robust training can be viewed as a
method to embed certain invariances in a model. Since we also expect humans to be invariant to these
perturbations (e.g. small ℓp-bounded changes of the pixels), robust models will be more aligned with
human vision than standard models. In this section, we present evidence supporting the view.

Loss gradients in the input space align well with human perception As a starting point, we
want to investigate which features of the input most strongly affect the prediction of the classifier
both for standard and robust models. To this end, we visualize the gradients of the loss with respect
to individual features (pixels) of the input in Figure 2. We observe that gradients for adversarially

6

Adversarial Training

Fig. 1. Input Image Fig. 2. Integrated Gradients Fig. 3. DeepLift Fig. 4. RISE

Fig. 5. Explanations of a standard model on CIFAR-10

Fig. 6. Input Image Fig. 7. Integrated Gradients Fig. 8. DeepLift Fig. 9. RISE

Fig. 10. Explanations of a provably robust model on CIFAR-10
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generate adversarial inputs  
and use them as training data

Adversarial Training
Minimizing a Lower Bound on the  
Worst-Case Loss for Each Input

Certified Training
Minimizing an Upper Bound on the  
Worst-Case Loss for Each Input

use upper bound as regularizer  
to encourage robustness

Robust Loss
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<latexit sha1_base64="CGAPcXk0pAintNlPQXIGSqgS6a8=">AAAPHnicjVfbbtw2EFXSW+o2btI+9oWtYcAubMcb9IoiQG4uUsCp3dROAqwWBiVRK2IpUiCpvUTQV/QH+ht9bYG+FX1t/qZDSlqvyE1SAfaO5pyZIYczs9yoYFTpw8OXV66+9fY777537f2NDz68vvnRjZsfP1WilDE5jwUT8nmEFWGUk3NNNSPPC0lwHjHyLJo8MPizKZGKCn6mFwUZ5XjMaUpjrEF1cWM/zLHOYsyq4xrtpDuhzojG0R4K59FFFWoy1xVOpnW9u4cWuxc3tg4PDu2DfGHQCltB+5xe3Lz+MkxEXOaE65hhpYaDw0KPKiw1jRmpN8JSkQLHEzwmQxA5zokaVXZfNdoGTYJSIeGPa2S1qxYVzpVa5BEwzS6UixnlOmxY6vTbUUV5UWrC4yZQWjKkBTJJQgmVJNZsAQKOJYW1ojjDEscaUrnRC8NpTFJAatQ827DMHECNzMoEU3b9g1u39xDR8UHPNqexFCZg3dl2GjGWuMgWPfa8zQpaiQQKWM/GNvoBgsDRCUlyhTBPkCrjbG0+1iawvyygaQFL97g6y2sTjaZoIUoEIIJThPoi6UFva8MYF1RjRl+QPS5wFEkyhWNtucbHGx4Icvbo6OTJ0eNf3swNu53rBSNVwTDlsHROZq2+aj/r6qwVhgrOFxpg1KMVUhRCUQPUw1Y5qk5XtD06I3mOV4jH9r1HiYUUjGG5WKE9WOqchSckpXxNnBX9pZeHryBDj5V54ZDvXSqdmCBgOem7aHWX5k9akjkUkQguNFGIKtR2TVJKyscogcNlojCt/j1SNC+gf0oO3WA0pjgRh2mCzKQCR/CYMu1gUTYUg6II/Mz6FrY1S8mRSNPOSG1sr5ZcQhWGsbdnZpaCwrujKV+MKt2tuD9sXs2Cxd2DLuSL3AmAG+0e9BFjUOAKSnuGJd9riwlex1KUhZrQAmRe5hGRZobDSwZdLk2rqztV5wfi2Slcj6oxE0phSU38bXMWLaeiUVFXP94/hX8chs8UM3RflJA4U5V43Nj3TWAq6Lp6cHJ8Bv8Fn5I5OsYLIvdnFPr1XmK+DiAUeDqT0ClwdHbPx2JGJIqwM2Hj2GS6KRCTdzi0KiyBVg8HI5B4QmRDqkKjrbYGtfX3DCYYSum4lKQ/mGcAgL7e+F/jyUx+ZxAlVtnXRXm9blja2YFOZhypTEgdl7q/FmLmXCTm9fqZ3t/1iwxDYkP4X72oHSyP0iYhZhNR2mShbx015sBc+vAoLe65X3TIwkV4aaAoN5K3qCWWe5jGZefTyC7M4AqR4M68eXsFp9mWoclMeGFggsxsZqrQHglMl6RG1c7WYNfbv5qAI5P4Zl1lDTeQahICz1Xs23d2SXA8Rd3eIhdZ7trfcocw3+by5Dtbz9ihMI8y7/zPvSR1iHaRaYdM/YJrkdyLY9ahKUvIMpxbZw7Dr8QIsyLD7bE2spdhuCe2BCu6+Bibb8OG0MguIyFs6aKR3bzYu2jLsC+eD9VmQflnJqeAxRmJJ9W5f1wr6LGL/nR+v27vvkb0ztFpZD/ByqUoj5JrSzBXLe1AY1EYzCatu4MblRcFhqidOSDkOGQk1dBWoaTjTO863CKjtvLh88Ik52ICV3wGH67TQrVE9QZiyRR825Nlx8IiGj40p5Ubo0aH9tc70eucaEM0Fj03+jVuSpsBWylYNuViNX6bLomlz+xTpZh1RWBExxHMsg41ooPCz4ZxB1vZs+bTDjdf0Tb4QwK/kCR5DCVxApcFDKPzC2g+Caub11YIPwuN/Doq3HyXVHsLXk89et4WXxRVR97W4262xO7CSYeQuoYfgwP3p58vPL19MPj64Kufv9y6+137s/Ba8GnwebATDIJvgrvBo+A0OA/i4Nfg9+CP4M/N3zb/2vx785+GevVKa/NJ0Hs2//0PXnu0zg==</latexit>

L(f(θ,xadv), y)
<latexit sha1_base64="o/pD1ePWuJMLZTSru1nzwu1vAxs=">AAAO83icjVfbbtw2EFXSW+o2btI+9oWtYSApHNcb9IoiQJzERQo4tZvaSYDVYkFJ1IpYilRJai8W9At9bYG+FX3tB+VvOqSk9YrcJBXg9WjOmeFwODOSooJRpQ8OXl65+tbb77z73rX3tz748Pr2RzdufvxMiVLG5DwWTMgXEVaEUU7ONdWMvCgkwXnEyPNo+tDgz2dEKir4mV4WZJTjCacpjbE2qnBCfhvf2DnYP7AX8oVBK+wE7XU6vnn9ZZiIuMwJ1zHDSg0HB4UeVVhqGjNSb4WlIgWOp3hChiBynBM1qmywNdoFTYJSIeGPa2S16xYVzpVa5hEwc6wz5WJGuQkbljr9blRRXpSa8LhZKC0Z0gKZnaOEShJrtgQBx5JCrCjOsMSxhvxs9ZbhNCYpIDVqrl0IMwdQIxOZYMrGP/jy7h4iOt7v2eY0lsIsWHe2nUZMJC6yZY+9aLOC1lYCBcSztYt+hEV0RoQkuUKYJ0iVcbYxHxsT2A8LaFpA6B5XZ3ltVqMpWooSAYjgFKFoSLrf29owxgXVmNELsscFjiJJZnCsLdf4eMMFi5w9Pjp5evTk1zdzw27neslIVTBMOYTOybzVV+3/ujprhaGC84WqHvVohRSFUNQA9bBVjqrTNW2Pzkie4zXisb3vUWIhBWNYLtdoD1c6J/CEpJRvWGdNf+nl0SvI0GNlXjjkw0ulsyYIWE77LlrdpfnTlmQORSSCC00Uogq1XZOUkvIJSuBwmShMq/+AFM0L6J+SQzcYjSlOxMlCIzN+wBFcpkw7WJQNxaAoAj/zvoVtzVJyJNK0M1Jbu+sll1CFYZbtabBRUHj3NOXLUaW7iPvD5tUsCO4QupAvc2cB3Gj3oI8YgwJXUNpzLPleW0xwO5GiLNSUFiDzMo+INIMZbjLocmlaXd2rOj+wnh2t9aiaMKEUltSsv2vOouVUNCrq6qcHp/DDYfjMMEMPRAmJM1WJJ4193wSmgq6rhyfHZ/Ar+Iws0DFeEnlnTqFfDxMz42Ep8HQmoVPg6Oyej8WcSBRhZ8LGscl0UyAm73BoVVgCrR4ORiDxhMiGVIVGW+0MauvvOUwwlNJJKUl/MM8BAH299b/Gk5n8ziBKrLKvi/J607C0swOdzDlSmZA6LnU/FmLmXCQW9eaZ3t/1RYYhsSH8Vhe1g+VR2iTEbCJKmyz0raPGHJgrHx6lxT33yw5ZuggvDRTlRvKCWmG5h2lcdj6N7MIM3gsS3Jk3d6/gNNsyNJkJbxmYIHObmSq0RwLTJalRdWtncNvbv5qCI5P4Jq6yHldhNQ2B5yru2Ht2SXA8Rd3eIhdZ7drfcocw3+by5Dtbz9ihMI+y6PwvvCR1iHaRWYfM/IJrkdxbx8ShKUvIajm3zhyGX4kRZkWG22NtZC/DRHcEK7r4BJunYUNoZJeRELZy0chuXjJw3NWgvfF8qDYLyj8zOQMszkg8rc7941pDj1305/MHJkHwhKiM6J2j08h+gpVLUR4l15ZgXrW0A01EYTCbtHEbh1F5q8AQtTMHhByHjKQa2iqUdJLp2w63yKitfPg/NskZT/cQZGE8dZ0WqiWqNxBLpuBpT1YdC0E0fGhOKzdGjQ7d2exEb3KiDdFY9Nzo17gpbQZspWDZlIvV+G26IpY+s0+VYt4VgREdRzDLOtSIDgqfDZMOtrJnzWcdbh7RdvFHBL6QJHkCJXECLwsYRucX0HwSolvUVgg/C438Oiq8+a6o9i14M/XoRVt8UVQdeVuPu9kSu4GTDiF1DR+DA/fTzxee3d0ffLP/9S9f7dz/vv0svBZ8Gnwe3AoGwbfB/eBxcBqcB3GQBb8HfwR/bpfbf23/vf1PQ716pbX5JOhd2//+B2QjpDQ=</latexit>≥

[Madry et al. 2018]

<latexit sha1_base64="WbJ1sFWF/X2ePTxAr4ni3xgjy4s=">AAAKHHichVZLj9s2EFbS19p9bdpjL2qdAEnRLOyg6OMWNA3QQ9qkQJ0ssDIMkqItwhQpkJQfEfQveu4P6bW5Fb0G6L/pkJS8EblJBez603zfDDnDIUVccabNdPrvtetvvf3Ou++djMbvf/DhRx+f3vjkqZa1InROJJfqHCNNORN0bpjh9LxSFJWY02d488Dyz7ZUaSbFb+ZQ0UWJ1oKtGEEGTMvTs0dyR1WKZS3y9Gam2LowSCm5u5mi3DoixRBPjUJMMLFenk6mZ1P3pDGYdWCSdM+T5Y2Tl1kuSV1SYQhHWl/MppVZNEgZRjhtx1mtaYXIBq3pBUCBSqoXjUusTW+BJU9XUsGfMKmzvurRoFLrQ4lBWSJT6JCzxqu4i9qsvls0TFS1oYL4gVY15ClTW6U0Z4oSww8AEFEM5pqSAilEDJRkPByGEMhNQyaC7ogsSyTyJqsxUu3FbAFI5FR5UZNZazOZte34yqmGRpu1HlpzZxzacDl83/vyjW/Bkz7eiVQXUhlSm2GBqJGSY7kfOgtG6AomHCT0vECmbTL43zxvA67EK5+rTQKvfIJDb+zdQXmMEUk6Pgp/6JlDyIjaUri0KJrUkSsjzqC6j2lxSHPYPznq3f3bazQ+LStThYyGkYruXGWazC1Jo2jeps3tyexOlL/eQCBbeD+vul02WbPJQBca7rp3fikIIuE+Nxwyx6zjlHuGxz6XK9/7Rs6BhEeSfR9/HxWpZ0zIbHtmGzdcx5TROHYehvGcHocL+yxQxJ2IEa8K1C2rx1GFqekFDob8GgHqBB6HipzyYwiPw7oUELjvQfcSxdBdFXS8ZmoLHCko2TTzeLleYR+F7C/zH2yB6N40FkbrGGzkuMA6lOhIUhongNPCmIBay8pyrmjLbh7WFI3C1v7MAVCijNOVgW3lP2B3Am1VMNf58Lu0xVluvkqhCstNGLTSnVD/j7DmmsuKHncsTMLrYXM67J28Lb17dRBzVRBjhdZjEMa8IUztKuA6BSnfLs4Sb9OjsI6VQylcAPomsDAIBGdZz1oYsPDJXPe0w5G32Pb8A4vt4D9SuB0o+jO0xOMKvpdwdH4Jm0/B7PatA9nnmcVvkjJxKQX8OunD8675MG4eRqmT/mwh4cRpz1Bg4CY0C+89MXh672z2zdnXv96b3P++uxOdJJ8lXyS3k1nybXI/+Sl5kswTkvye/Jn8lbwY/TF6Mfp79I+XXr/W+XyaDJ7Ry/8A3l3a9A==</latexit>

Lower bound → adversarial training

≥

Verified Training

<latexit sha1_base64="sn97gYEAxjCZ94xTjQVQHVwrrh0=">AAAPFHicjVfbbtw2EFXSW+o2btI+9oWtY8AOHNcboDcUAXJzkQJO7aZ2EmC1NSiJWhFLkQJJ7SWCPqA/0N/oawv0rehr3/M3HVLSekVukgqwdzTnzHA4nBlJUcGo0gcHLy9dfuvtd95978r7Gx98eHXzo2vXP36qRCljchYLJuTzCCvCKCdnmmpGnheS4Dxi5Fk0eWDwZ1MiFRX8VC8KMsrxmNOUxliD6vza1o0wxzqLMauO6l9u7qQ7oc6IxtEeCufR7h5a7N4A1sH+gb2QLwxaYStor5Pz61dfhomIy5xwHTOs1HBwUOhRhaWmMSP1RlgqUuB4gsdkCCLHOVGjyu6mRtugSVAqJPxxjax21aLCuVKLPAKmCV25mFGuw4alTr8ZVZQXpSY8bhZKS4a0QCY1KKGSxJotQMCxpBArijMscawhgRu9ZTiNSQpIjZprG8LMAdTIRCaYsvEPvri9h4iO93u2OY2lMAvWnW2nEWOJi2zRY8/brKCVlUAB8Wxso+9hETguIUmuEOYJUmWcrc3H2gT2wwKaFhC6x9VZXpvVaIoWokQAIjhFqCqS7ve2NoxxQTVm9AXZ4wJHkSRTONaWa3y84YJFTh8dHj85fPzzm7lht3O9YKQqGKYcQudk1uqr9reuTlthqOB8oexHPVohRSEUNUA9bJWj6mRF26Mzkud4hXhk73uUWEjBGJaLFdqDpc4JPCEp5WvWWdFfeHn4CjL0WJkXDvnehdJZEwQsJ30Xre7C/ElLMociEsGFJgpRhdquSUpJ+RglcLhMFKbVv0OK5gX0T8mhG4zGFCfiZK6RmU/gCC5Tph0syoZiUBSBn1nfwrZmKTkSadoZqY3t1ZJLqMIw7PY02CgovDua8sWo0l3E/WHzahYEdw+6kC9yZwHcaPegjxiDAldQ2jMs+V5bTHA7lqIs1IQWIPMyj4g0kxtuMuhyaVpd3ak6P7Cenb31qBozoRSW1Ky/bc6i5VQ0Kurqh/sn8I/D8Jlihu6LEhJnqhKPG/u+CUwFXVcPjo9O4b/gUzJHR3hB5K0ZhX69l5iHACwFnk4ldAocnd3zkZgRiSLsTNg4NpluCsTkHQ6tCkug1cPBCCSeENmQqtBoq61Bbf09gwmGUjouJekP5hkAoK83/td4MpPfGUSJVfZ1UV6vG5Z2dqDjGUcqE1LHpe7HQsyci8S8Xj/T+7t+kWFIbAj/qxe1g+VR2iTEbCJKmyz0raPGHJhLHx6lxT33iw5ZuAgvDRTlRvKCWmK5h2lcdj6N7MIMXhwS3Jk3d6/gNNsyNJkJbxmYIDObmSq0RwLTJalRtbM12PX2rybgyCS+iausz6uwmoTAcxW37D27IDieom5vkYssd+1vuUOYb3Nx8p2tZ+xQmEeZd/7nXpI6RLvItEOmfsG1SO6tY+LQlCVkuZxbZw7Dr8QIsyLD7bE2spdheDdsCVZ08TE2T8OG0MguIyFs6aKR3bzY98+WYW88H6rNgvLPTE4BizMST6oz/7hW0CMX/fHsvkkQPCEqI3rn6DSyn2DlUpRHybUlmFct7UBjURjMJu28jcOovFVgiNqZA0KOQ0ZSDW0VSjrO9K7DLTJqKx9+z01yzifwWs/gx3VaqJao3kAsmYKnPVl2LATR8KE5rdwYNTp0a70Tvc6JNkRj0XOjX+OmtBmwlYJlUy5W47fpklj6zD5VillXBEZ0HMEs61AjOih8Now72MqeNZ92uHlE28UfEvhCkuQxlMQxvCxgGJ03ofkkRDevrRB+Fhr5dVR4811S7Vvweurh87b4oqg69LYed7MldgMnHULqGj4GB+6nny88vb0/+Gr/y59ub939tv0svBJ8Gnwe7ASD4OvgbvAoOAnOgjj4Nfg9+CP4c/O3zb82/978p6FevtTafBL0rs1//wNQ0a9t</latexit>

L∗(f(θ,x), y)
<latexit sha1_base64="C3jJfKGBCWKGhIOpeMyemHeZJqw=">AAAPHnicjVfbbtw2EFXSW+o2btI+9oWtYcAubMcb9IoiQG4uUsCp3dROAqwWBiVRK2IpUiCpvUTQV/QH+ht9bYG+FX1t/qZDSlqvyE1SAfaO5pyZIYczs9yoYFTpw8OXV66+9fY777537f2NDz68vvnRjZsfP1WilDE5jwUT8nmEFWGUk3NNNSPPC0lwHjHyLJo8MPizKZGKCn6mFwUZ5XjMaUpjrEF1cWM/zLHOYsyq4/qiCjWZ6wr4dY120p1QZ0TjaA+F82h3Dy12L25sHR4c2gf5wqAVtoL2Ob24ef1lmIi4zAnXMcNKDQeHhR5VWGoaM1JvhKUiBY4neEyGIHKcEzWq7L5qtA2aBKVCwh/XyGpXLSqcK7XII2CaXSgXM8p12LDU6bejivKi1ITHTaC0ZEgLZJKEEipJrNkCBBxLCmtFcYYljjWkcqMXhtOYpIDUqHm2YZk5gBqZlQmm7PoHt27vIaLjg55tTmMpTMC6s+00YixxkS167HmbFbQSCRSwno1t9AMEgdMSkuQKYZ4gVcbZ2nysTWB/WUDTApbucXWW1yYaTdFClAhABKcI9ULSg97WhjEuqMaMviB7XOAokmQKx9pyjY83PBDk7NHRyZOjx7+8mRt2O9cLRqqCYcph6ZzMWn3VftbVWSsMFZwvNMCoRyukKISiBqiHrXJUna5oe3RG8hyvEI/te48SCykYw3KxQnuw1DkLT0hK+Zo4K/pLLw9fQYYeK/PCId+7VDoxQcBy0nfR6i7Nn7QkcygiEVxoohBVqO2apJSUj1ECh8tEYVr9e6RoXkD/lBy6wWhMcSIO0wWZSQWO4DFl2sGibCgGRRH4mfUtbGuWkiORpp2R2theLbmEKgxjb8/MMAWFd0dTvhhVultxf9i8mgWLuwddyBe5EwA32j3oI8agwBWU9gxLvtcWE7yOpSgLNaEFyLzMIyLNDIeXDLpcmlZXd6rOD8SzU7geVWMmlMKSmvjb5ixaTkWjoq5+vH8K/zgMnylm6L4oIXGmKvG4se+bwFTQdfXg5PgM/gs+JXN0jBdE7s8o9Ou9xHwdQCjwdCahU+Do7J6PxYxIFGFnwsaxyXRTICbvcGhVWAKtHg5GIPGEyIZUhUZbbQ1q6+8ZTDCU0nEpSX8wzwAAfb3xv8aTmfzOIEqssq+L8nrdsLSzA53MOFKZkDoudX8txMy5SMzr9TO9v+sXGYbEhvC/elE7WB6lTULMJqK0yULfOmrMgbn04VFa3HO/6JCFi/DSQFFuJG9RSyz3MI3LzqeRXZjBFSLBnXnz9gpOsy1Dk5nwwsAEmdnMVKE9EpguSY2qna3Brrd/NQFHJvHNukpzI6kmIfBcxb59Z5cEx1PU7S1ykeWu/S13CPNtLk++s/WMHQrzKPPO/9xLUodoF5l2yNQvuBbJvThmHZqyhCzDuXXmMPxKjDArMtweayN7GYarYUuwoouPsfk2bAiN7DISwpYuGtnNi71+tgz74vlQbRaUf2ZyClickXhSnfvHtYIeu+hP5/fr9i5sRO8cnUb2E6xcivIoubYEc9XSDjQWhcFs0ro7uVF5UWCI2pkDQo5DRlINbRVKOs70rsMtMmorHz4vTHIuJnCrZ/DhOi1US1RvIJZMwbc9WXYsLKLhQ3NauTFqdGh/vRO9zok2RGPRc6Nf46a0GbCVgmVTLlbjt+mSWPrMPlWKWVcERnQcwSzrUCM6KPxsGHewlT1rPu1w8xVtgz8k8AtJksdQEidwWcAwOr+A5pOwunlthfCz0Mivo8LNd0m1t+D11KPnbfFFUXXkbT3uZkvsLpx0CKlr+DE4cH/6+cLT2weDrw+++vnLrbvftT8LrwWfBp8HO8Eg+Ca4GzwKToPzIA5+DX4P/gj+3Pxt86/Nvzf/aahXr7Q2nwS9Z/Pf/wB9n7Tg</latexit>

Lver(f(θ,x), y)
<latexit sha1_base64="JY3ZGyd+IwB1XTxlrZ960JqljGU=">AAAO83icjVfbbtw2EFXSW+o2btI+9oWtYSApHNcb9IoiQJzERQo4tZvaSYDVYkFJ1IpYilRJai8W9At9bYG+FX3tB+VvOqSk9YrcJBXg9WjOmeFwODOSooJRpQ8OXl65+tbb77z73rX3tz748Pr2RzdufvxMiVLG5DwWTMgXEVaEUU7ONdWMvCgkwXnEyPNo+tDgz2dEKir4mV4WZJTjCacpjbE2qpCR38Y3dg72D+yFfGHQCjtBe52Ob15/GSYiLnPCdcywUsPBQaFHFZaaxozUW2GpSIHjKZ6QIYgc50SNKhtsjXZBk6BUSPjjGlntukWFc6WWeQTMHOtMuZhRbsKGpU6/G1WUF6UmPG4WSkuGtEBm5yihksSaLUHAsaQQK4ozLHGsIT9bvWU4jUkKSI2aaxfCzAHUyEQmmLLxD768u4eIjvd7tjmNpTAL1p1tpxETiYts2WMv2qygtZVAAfFs7aIfYRGdESFJrhDmCVJlnG3Mx8YE9sMCmhYQusfVWV6b1WiKlqJEACI4RSgaku73tjaMcUE1ZvSC7HGBo0iSGRxryzU+3nDBImePj06eHj359c3csNu5XjJSFQxTDqFzMm/1Vfu/rs5aYajgfKGqRz1aIUUhFDVAPWyVo+p0TdujM5LneI14bO97lFhIwRiWyzXaw5XOCTwhKeUb1lnTX3p59Aoy9FiZFw758FLprAkCltO+i1Z3af60JZlDEYngQhOFqEJt1ySlpHyCEjhcJgrT6j8gRfMC+qfk0A1GY4oTcbLQyIwfcASXKdMOFmVDMSiKwM+8b2Fbs5QciTTtjNTW7nrJJVRhmGV7GmwUFN49TflyVOku4v6weTULgjuELuTL3FkAN9o96CPGoMAVlPYcS77XFhPcTqQoCzWlBci8zCMizWCGmwy6XJpWV/eqzg+sZ0drPaomTCiFJTXr75qzaDkVjYq6+unBKfxwGD4zzNADUULiTFXiSWPfN4GpoOvq4cnxGfwKPiMLdIyXRN6ZU+jXw8TMeFgKPJ1J6BQ4OrvnYzEnEkXYmbBxbDLdFIjJOxxaFZZAq4eDEUg8IbIhVaHRVjuD2vp7DhMMpXRSStIfzHMAQF9v/a/xZCa/M4gSq+zrorzeNCzt7EAnc45UJqSOS92PhZg5F4lFvXmm93d9kWFIbAi/1UXtYHmUNgkxm4jSJgt966gxB+bKh0dpcc/9skOWLsJLA0W5kbygVljuYRqXnU8juzCD94IEd+bN3Ss4zbYMTWbCWwYmyNxmpgrtkcB0SWpU3doZ3Pb2r6bgyCS+iausx1VYTUPguYo79p5dEhxPUbe3yEVWu/a33CHMt7k8+c7WM3YozKMsOv8LL0kdol1k1iEzv+BaJPfWMXFoyhKyWs6tM4fhV2KEWZHh9lgb2csw0R3Bii4+weZp2BAa2WUkhK1cNLKblwwcdzVobzwfqs2C8s9MzgCLMxJPq3P/uNbQYxf9+fyBSRA8ISojeufoNLKfYOVSlEfJtSWYVy3tQBNRGMwmbdzGYVTeKjBE7cwBIcfwfp5qaKtQ0kmmbzvcIqO28uH/2CRnPN1DkIXx1HVaqJao3kAsmYKnPVl1LATR8KE5rdwYNTp0Z7MTvcmJNkRj0XOjX+OmtBmwlYJlUy5W47fpilj6zD5VinlXBEZ0HMEs61AjOih8Nkw62MqeNZ91uHlE28UfEfhCkuQJlMQJvCxgGJ1fQPNJiG5RWyH8LDTy66jw5rui2rfgzdSjF23xRVF15G097mZL7AZOOoTUNXwMDtxPP194dnd/8M3+1798tXP/+/az8FrwafB5cCsYBN8G94PHwWlwHsRBFvwe/BH8uV1u/7X99/Y/DfXqldbmk6B3bf/7H6zppDk=</latexit>≤

[Wong and Kolter 2018, Gowal et al. 2018, Zhang et al. 2020, Shi et al. 2021]

<latexit sha1_base64="urA8encBSQDmX0CJRr/J+3T56z4=">AAAKGnichVZLj9s2EFbS19p9bdpjLmydAEmRLOyg6OMW5AH00DYpUCcLrAyDpGhLMEUKJOW1I+hP9NwfkmtzK3otCvTfdEhK3ojcpAJ2/Wm+b4ac4ZAiqXihzXT675Wr77z73vsfHI3GH3708SefHl/77JmWtaJsTiWX6pRgzXgh2NwUhrPTSjFcEs6ek81Dyz/fMqULKX41+4otSrwWxaqg2IBpeXxnXlVMISJrkaEbqSrWucFKyfMbiDJlQMkyZBQuRCHWy+PJ9GTqHhSDWQcmSfc8XV47+ifNJK1LJgzlWOuz2bQyiwZDZMpZO05rzSpMN3jNzgAKXDK9aFxaLboJlgytpII/YZCzvu7R4FLrfUlAWWKT65Czxsu4s9qsvls0hahqwwT1A61qjoxEtkYoKxSjhu8BYKoKmCuiOVaYGqjkeDgMpZCbhkwEO6eyLLHImrQmWLVnswUgkTHlRU1qrc1k1rbjS6caGm3WemjNnHFoI+XwfefLN74JD3pyLpDOpTK0NsMCMSMlJ3I3dBYFZSuYcJDQixybtknhf/OiDbiSrHyuNgmy8gkOvYl3B+UhRiTp+Cj8vmf2ISNqS5HSomhSB66MOIPrPqbFIc1h92S4d/dvb9D4tKxM5TIaRip27irTpG5JGsWyFjW3JrPbUf56A4Fs4f286nbZpM0mBV1ouOve+YUgiET63EjIHLKOU+4ZHvtcrHzvGzkHEh5Jdn38XVSknjEhs+2ZbdxwHVNG49h5mIJn7DBc2GeBIu5EgnmV425ZPY4qzEwvcDDk1xhQJ/A4VGSMH0J4HNYlh8B9D7qXKIbuqqDjNVNb4GjO6KaZx8v1GvtjyP48f2ALxHamsTBax2AjxwXWoURHktI4AZwWxgTUWlaWc0VbdvOwpmiUYu3PHAAlTjlbGdhW/vN1O9BWeeE6H36XtjjLzR0EVVhuwqCV7oT6f4Q111xW7LBjYRJeD5vTYe/kbeju5UHMZUGMFVqPQRjzljC1q4DrFKx8uzhLvE0PwjpWDqXw+e+bwMIgEJxlPWthwMInc93TDkfeYtvzDy22gz9icDtQ7CdoiSdwHcFwdH4Fm0/B7HatA+kXqcVvkxbiQgr4TdLHp13zEdI8jlKn/dlCw4mznmHAwE1oFt57YvDs3snsm5Ovf7k3uf99dyc6Sq4nXya3klnybXI/+SF5mswTmvyWvEz+SF6Nfh+9Gv05+stLr17pfD5PBs/o7/8AL2XaBA==</latexit>

Upper bound → certified training

Robust Loss

<latexit sha1_base64="xPldkxPevPOP8gzw/u0qMygyq9c=">AAAKcXichVZbjxs1FJ60XLbh0m15oeLFNKrIFrpKUAU8FrYr8VBokUi7UiaKbI+TGcVzke3JJrVGQuI/IvETeOYPcGzPZDv2toy0m2/O953jc44vY1LxTKrJ5O/BjZvvvf/Bh0e3hh99/Mmnt4/v3H0py1pQNqMlL8UFwZLxrGAzlSnOLirBcE44e0U2Z4Z/tWVCZmXxu9pXbJHjdZGtMooVmJbHf8Z5Vix1rFKmMGliFJ9fLPU43pFvULwnJyjOChTnWKUUc/20aVDM2UrNjW0HfjvyVV9y1hjnk+bK8qxB49W4HQGigsuJCx6LbJ2qxfJ4NDmd2AeFYNqCUdQ+L5Z3jv6Kk5LWOSsU5VjK+XRSqYXGQmWUs2YY15JVmG7wms0BFjhncqFttxr0ACwJWpUC/gqFrPVND41zKfc5AaUpQfqcMV7HzWu1+mGhs6KqFSuoG2hVc6RKZFqPkkwwqvgeAKYig1wRTbHAVMEEDfvDUAq1SaikYJe0zHNcJDquCRbNfLoAVCRMOJGOjVWPpk0zvDZV32iqln1rYo19G8n77zvXvuEDeNDzywLJtBSK1qrfIKbKkpNy13cuMspWkLBX0OsUq0bH8F+/bjwuJytXqymCrFyBfW/i3EF5iBFIWj4Iv++Yvc8UtaFIblCQ1IHLA07huotpsE9z2JQJ7tzd21s0riwjE2kZDFMKdmk7o2M7JVqwpEF6PJqeBPXLDQQyjXd51Q1sWb2JQecbHtl3fiXwIpGuNuIzh6rDkjuGhz5XM9/5Bs6ehAeSXRd/FzSpY5TPbDtmGy64lsmDcUweKuMJOwznrzNPEa5EgnmV4nZaHQ46DAdkK7DQ59cYUCtw2FckjB9COOz3xR3zTmFfghiy7YIM50xsgaMpoxs9C6frDfaZz/46+8k0iO2UNjCYR28jhw2WvkQGklxZAZwWSnnUuqwMZ5u2bPMwpmCUbO3OHAA5tl862FbuM3Xiaas0sysffpemOcsNfNQ4/PhBK9kK5f8Iay55WbHDjoUknB42p8XOydnQo+uDqOuCKCM0Hr0w6h1hatsBu1KwcMvFWsJtehDWobIvFeVltwgM9ALBWdaxBnosfDLXHW1x4F1sO/7MYDP4Uwa3A8F+gSXxvILvJRydD2HzCchu11gQf2nuMc27pFlxJQX8Nun5Rbv4CNHnQem0O1uonzjrGAYM3ISm/r0nBC+/PZ1+d/r4t8ejJz/+4e5ER9EX0f1oHE2j76Mn0c/Ri2gW0eifwe3B54N7t/4d3hui4X0nvTFo71GfRb1n+PV/v8X04Q==</latexit>

min
θ

E
(x,y)∈D

[
max

x′∈C(x)
L(f(θ,x′),y)

]

≤Hybrid Training

Expressivity via Convex Combinations

<latexit sha1_base64="glP7dupuEPSf7EaVzO2y2i8SIjI=">AAAPa3icjVdbb9s2FFa7W5etTbu+bXvgFgRIOieLi63bMBToLUMHpEvWJU0ByzAoibYIU6RAUnZcQX9s/2Rve92A/YbtkJIci3TbCYhzdL7vXHh4eCRFOaNKHxz8ceXqO+++9/4H1z7c+Ojj6zc2b9765IUShYzJWSyYkC8jrAijnJxpqhl5mUuCs4iR82j62ODnMyIVFfxUL3IyzPCE0zGNsQbV6OZpmGGdxpiVR9XOXsjIWA92UB/toRCzPMW7IQpTleOYlPcOcl0h9FWDuEAo6STVwx5a7I5ubh3sH9gL+UK/EbaC5joZ3br+b5iIuMgI1zHDSg364HNYYqlpzEi1ERaKQKwpnpABiBxnRA1Lu/wKbYMmQWMh4Y9rZLWrFiXOlFpkETDNYpWLGeU6bFDo8ffDkvK80ITHdaBxwZAWyNQSJVSSWLMFCDiWFHJFcYoljjVUfKMThtOYjAGBAtprG9LMANTIZCaYsvn3v77bQ0TH+x3bjMZSmIBVa9tqxETiPF102BdNVdBKJFBAPhvb6CcIolMiJMkUwjxBqojTtfVYW8BuWkDTAlL3uDrNKhONjtFCFAhABLsIbUjG+52lDWKcU40ZfUV6XOAokmQG29pwjY+3XBDk9Onh8fPDZ7+9nRu2K9cLRsqcYcohdU7mjb5s/lflaSMMFOwvnJNhh5ZLkQtFDVANGuWwPFnRduiMZBleIR7Z+w4lFlIwhuVihfZ4qXMST8iYcj/OnRXgTlU+Wc9atb6M9ToynMQiyx3yw0ulkxkIWE67LhrdpfnzhmS2TiSCC00Uogo1ZyspJOUTlEALMJGbgfAjUjTL4ZQVHM6M0ZgWRpxcaGTGHjiCyzRzC4uiphgUReBn3rWwB7iQHInxuDVSG9urjZlQhWGG9jTYKGjP+5ryxbDUbcbdkfR6FiT3EM4qX2ROAFxre3DaGINjoOAAzLHkvabl4HYiRZGrKc1B5kUWEWkeCHCTwiyQZiCo+2XrB+LZkV4NywkTSmFJTfxtsxcNp6RRXpU/PzqBHw4jaoYZeiQKKJzpXTyp7bsmMDt0VT4+PjqFX8Fn5AId4QWRe3MKp/phYp4tEAo8nUo4T7B1ds1HYk4kirAzh+PYVLpuEFN32LQyLIBWDfpDkHhCZE0qQ6Mtt/qV9XcOcw6N6aSQpDu+5wCAvtr4X0PMPB+ccZVYZVcXZdW6kWonDDqec6RSIXVc6G4uxEzDSFxU6yd/d9WvUgyFDeG3fFU5WBaN64KYRUTjugpd66g2B+bSh0dpcM/9okUWLsILA0WZkbyklljmYRoXrU8juzCD95EEt+b13Ws49bIMTabCCwMTZG4rU4Z2S2C6JBUqd7b6u9761RQcmcLXeRXVqAzLaQg8V7Fn79klwfEUtWuLXGS5an/JLcJ8m8udb209Y4fCPMpF6//CK1KLaBeZtcjMb7gGybw4Jg9NWUKW4dw+cxh+J0b2fbHZ1lr2Kkx0S7Cii0+weWbWhFp2GQlhSxe17NYlBcdtD9obz4dqqqD8PZMzwOKUxNPyzN+uFfTIRX85e2QKBE+I0ojePjoH2S+wcinKo2TaEswLmXagicgNZos2avIwKi8KDFE7c0DIsP0QgGNVv9TvOtw8pbbz4f/IFGc07SGowmjqOs1VQ1RvIRZMwdOeLE8sJFHz4XBauTaqdebjZJ0Tvc6JNkRj0XGj3+CmsBWwnYJl3S5W4x/TJbHwmV2qFPO2CYzoOIJZ1qJGdFD4uJi0sJU9az5rcfOItsGfEPiOkuQZtMQxvCxgGJ134PBJyO6iskL4RWjkN1Hh/XhJte/K66mHL5vmi6Ly0Ft63M6W2E2ctAipKvhk7LsfiL7w4u5+/97+t79+s/Xgh+bj8VrwWfBlsBP0g++CB8HT4CQ4C+Lg9+DP4K/g7xv/bN7e/HTz85p69UpjczvoXJvb/wHTS85+</latexit>

L(− [(1− α) + α ] , y)

<latexit sha1_base64="zzhQhbyNxEMra5TZrsjNSIfR2vo=">AAAPJnicjVdbb9s2FFa7W5etabs97oVbEKAtkiwusBuGAm3TDC2QLlmXNAUsw6AkyiJMkQJJ2XEF/ZK9bsB+zd6GYW/7J9shJTkW6bYTkPjofN+58PDwSIoK RpXe3//7ytV33n3v/Q+ufbjx0cfXN2/cvPXJCyVKGZOzWDAhX0ZYEUY5OdNUM/KykATnESPn0fTA4OczIhUV/FQvCjLK8YTTlMZYg2p880aoyYWO0urgYPfpo5N6fHNrf2/fXsgXBq2wFbTXyfjW9X/DRMRlTriOGVZqONgv9KjCUtOYkXojLBUpcDzFEzIEkeOcqFFlM6/RNmgSlAoJf1wjq121qHCu1CKPgJljnSkXM8p12LDU6bejivKi1ITHTaC0ZEgLZMqAEipJrNkCBBxLCrmiOMMSxxqKtdELw2lMUkBq1FzbkGYOoEYmM8GUzX/w5b0dRHS817PNaSyFCVh3tp1GTCQuskWPfdFWBa1EAgXks7GNfoAgOiNCklwhzBOkyjhbW4+1BeynBTQtIHWPq7O8NtFoihaiRAAi2EXoIJLu9ZY2jHFBNWb0FdnhAkeRJDPY1pZrfLzlgiCnTw6Pnx8++/nt3LBbuV4wUhUMUw6pczJv9VX7W1enrTBUsL/Q4qMerZCiEIoaoB62ylF1sqLt0RnJc7xCPLL3PUospGAMy8UK7WCpcxJPSEq5H+fuCnC3rh6vZ61aX8Z6HRlOYpkXDvnhpdLJDAQsp30Xre7S/HlLMlsnEsGFJgpRhdqzlZSS8glKoAWYKMxA+B4pmhdwykoOZ8ZoTAsjDiMHmYkFjuAyzdzBomwoBkUR+Jn3LewBLiVHIk07I7WxvdqYCVUYxt+OGWwK2vO+pnwxqnSXcX8kvZ4FyT2Es8oXuRMAN9odOG2MwTFQcADmWPKdtuXgdiJFWagpLUDmZR4RaWY53GQwC6QZCOp+1fmBeHYa16NqwoRSWFITf9vsRcupaFTUlRnQ1VMOI2 qGGXokSiic6V08aez7JjA7dF0dHB+dwn/BZ+QCHeEFkbtzCqf6YWIeCxAKPJ1KOE+wdXbNR2JOJIqwM4fj2FS6aRBTd9i0KiyBVg8HI5B4QmRDqkKjrbYGtfV3DnMOpXRSStIf33MAQF9v/K8hZp4PzrhKrLKvi/J63Ui1EwYdzzlSmZA6LnU/F2KmYSQu6vWTv7/qVxmGwobwv3pVO1gepU1BzCLgsWqr0LeOGnNgLn14lBb33C86ZOEivDRQlBvJS2qJ5R6mcdn5NLILM3iVSHBn3ty9htMsy9BkJrwwMEHmtjJVaLcEpktSo+r21uCOt341BUem8E1eZT2uwmoaAs9V7Np7dklwPEXd2iIXWa7aX3KHMN/mcuc7W8/YoTCPctH5v/CK1CHaRWYdMvMbrkVyL47JQ1OWkGU4t88cht+JEWZFhtttbWSvwkR3BCu6+ASbZ2ZDaGSXkRC2dNHIbl0ycNz1oL3xfKi2CsrfMzkDLM5IPK3O/O1aQY9c9MezR6ZA8ISojOjto3OQ/QIrl6I8Sq4twbyQaQeaiMJgtmjjNg+j8qLAELUzB4Qch4ykGo5VKOkk03ccbpFR2/nwOzbFGU93EFRhPHWdFqolqrcQS6bgaU+WJxaSaPhwOK3cGDU6tLveiV7nRBuisei50W9wU9oK2E7BsmkXq/GP6ZJY+sw+VYp51wRGdBzBLOtQIzoofFxMOtjKnjWfdbh5RNvgjwl8R0nyDFriGF4WMIzOu3D4JGR3UVsh/Dw08puo8H68pNp35fXUw5dt80VRdegtPe5mS+wmTjqE1OaTceB+IPrCi3t7g6/3vvrp3taD79qPx2vBZ8EXwe1gEHwTPAieBCfBWRAHZfBL8Gvw2+bvm39s/rn5V0O9eqW1+TToXZv//AcpALil</latexit>

CC-IBP

<latexit sha1_base64="1r+OaNNB64uFKVBJyAbhZuyubt4=">AAAPjHicjVfrb9s2EFe6V+euTbt9GvaFWxAg6dw0LvZEUaCvFB2QLlmXtAUsI6AkyiZMkQJJ+VFBwP7NYX/MdqQkxyLddgJsne5+9+Dx7kRFOaNKHx7+vXXlo48/+fSzq5/3rn1x/cb2zVtfvlKikDE5jwUT8k2EFWGUk3NNNSNvcklwFjHyOpo+MfLXMyIVFfxML3MyyvCY05TGWAPr4maxhwboDgoxyyd4H4UZ1pMYs/K4QnvpXqgnROOoj8JFdFGGmix0iZNZVe330XIfIfR9oxmua7ZI8Ft5Zqzmxc2dw4NDeyGfGDTEzsOv/wrMdXpx6/q/YSLiIiNcxwwrNRwc5npUYqlpzEjVCwtFchxP8ZgMgeQ4I2pU2vxUaBc4CUqFhB/XyHLXNUqcKbXMIkCaVShXZpibZMNCp7+MSsrzQhMe147SgiEtkEk2SqgksWZLIHAsKcSK4gmWONawJb2OG05jkoKkQvW1C2FmINTIRCaYsvEP7t7rI6Ljg45uRmMpjMOq1W05YixxPll20IsmK2jNEzAgnt4uegZOYLeEJJlCmCdIFfFkYz42JrAbFsC0gNA9rJ5klfFGU7QUBQIhgl2EeiHpQWdpwxjnVGNG35I+FziKJJnBtjZYY+MDFzg5e3508vLoxZ8fxobtyvWSkTJnmHIInZN5wy+be1WeNcRQwf5CI406sFyKXChqBNWwYY7K0zVuB85IluE14LF97kBiIQVjWC7XYE9WPCfwhKSU+35urwluV+XTzah17Utf7wJDJxZZ7oAfXTKdyIDActo10fAu1V82ILN1IhFcaKIQVajpraSQlI9RAiXARG4Gwn2kaJZDlxUcesZwTAkjDjMImbkIhuAyxdyKRVFDjBRFYGfe1bANXEiORJq2Sqq3u16YCVUYhmzfTDoF5flAU74clbqNuDuS3o2C4B5Br/Jl5jjANbcP3cYYtIGCBphjyftNycHjWIoiV1OaA82LLCLSvDHgYQKzQJqBoB6UrR3wZ2d+NSrHTCiFJTX+d81eNJiSRnlV/vb4FP44jKgZZuixKCBxpnbxuNbvqsDs0FX55OT4DP4Fn5EFOsZLIu/MKXT1o8S8fMAVWDqT0E+wdXbNx2JOJIqwM4fj2GS6LhCTd9i0MiwAVg0HI6B4QmQNKkPDLXcGlbX3GuYcSum4kKQ7vucgAH7V+19DzLwfnHGVWGaXF2XVppFqJww6mXOkJkLquNDdWIiZhpFYVJsnf3fVbycYEhvCf/m2cmRZlNYJMYuI0joLXe2oVgfkyoYHaeSe+WUrWboSXhhRlBnKC2olyzyZxkVr09CumMGBJcGtev30Dky9LAOTE+G5gQkyt5kpQ7slMF2SCpV7O4N9b/1qCoZM4uu4CnNuKach4FzGHfvMLgGOpahdW+RKVqv2l9xKmK9zufOtrqfsQJgHWbT2F16SWol2JbNWMvMLrpFknh8Th6YsISt3bp05CL8SI3uGbLa1pr0MwwGyAVjSlY+xeWfWgJp2EQlhKxM17ebFHlIbhH3wbKgmC8rfMzkDWTwh8bQ897drTXrsSn8/f1w1J2ZDevvoNLKfYOVClAfJtAWYA5l2RGORG5lNWntyNyzPCwxRO3OAyHDISKqhrUJJxxO972DzCbWVD/cLk5yLKZz9Gdxco7lqgOoDwIIpeNuTVcdCEDUemtPStVLNMx80m4zoTUa0ARqNjhn9HjOFzYCtFCzrcrEcv01XwMJHdqFSzNsiMKRjCGZZKzWkI4WPi3ErtrSnzWet3LyirfOnBL6jJHkBJXEChwUMo/M2NJ+E6BaVJcJvQ0O/Dwrn4xXUnpU3Q4/eNMUXReWRt/S4nS2xGzhpJaSq4JNx4H4g+sSreweDnw5+/AO+HX8N6utq8E3wXbAXDIKfg4fB8+A0OA/i4J+tra3e1rXtG9s/bN/fflBDr2w1Ol8FnWv72X8yNdgN</latexit>

(1− α)L(f(θ,xadv), y) + α Lver(f(θ,x), y)

<latexit sha1_base64="hn9qwDP8Pt/iasc4sLtjRRVyxY4=">AAAPJ3icjVdbb9xEFHbLrQQaUnjkZSCK1FZJyFbiJlSpt6BWSkkoCa20Xq3G9ng92vGMNTPeSy3/E15B4tfwhuCRXwJnxvZmPbNtsZTs8fm+c5kzZ47tqGBU6aOjv69cfevtd95979r7Wx98eH37o50bH/+sRCljchELJuSLCCvCKCcXmmpGXhSS4Dxi5Hk0fWjw5zMiFRX8XC8LMsrxhNOUxliDaryzE2qy0FFaPT0/OXjy4Kwe7+weHR7ZC/nCoBV2g/Y6G9+4/m+YiLjMCdcxw0oNB0eFHlVYahozUm+FpSIFjqd4QoYgcpwTNaps6jXaA02CUiHhj2tktesWFc6VWuYRMHOsM+ViRrkJG5Y6/WZUUV6UmvC4CZSWDGmBTB1QQiWJNVuCgGNJIVcUZ1jiWEO1tnphOI1JCkiNmmsP0swB1MhkJpiy+Q++uLOPiI4Pe7Y5jaUwAevOttOIicRFtuyxF21V0FokUEA+W3voewiiMyIkyRXCPEGqjLON9dhYwH5aQNMCUve4OstrE42maClKBCCCXYQWIulhb2nDGBdUY0Zfkn0ucBRJMoNtbbnGxxsuCHL++Pj02fHTn97MDbuV6yUjVcEw5ZA6J/NWX7W/dXXeCkMF+ws9PurRCikKoagB6mGrHFVna9oenZE8x2vEE3vfo8RCCsawXK7RHq50TuIJSSn349xeA27X1aPNrHXry1ivIsNJLPPCId+/VDqZgYDltO+i1V2aP2tJZutEIrjQRCGqUHu2klJSPkEJtAAThRkI3yFF8wJOWcnhzBiNaWHEYeYgM7LAEVymmTtYlA3FoCgCP/O+hT3ApeRIpGlnpLb21hszoQrD/Ns3k01Be97VlC9Hle4y7o+kV7MguftwVvkydwLgRrsPp40xOAYKDsAcS77fthzcTqQoCzWlBci8zCMizTCHmwxmgTQDQd2tOj8Qz47jelRNmFAKS2ri75m9aDkVjYq6MgO6esJhRM0wQw9ECYUzvYsnjX3fBGaHrquHpyfn8F/wGVmgE7wk8mBO4VTfT8xzAUKBp3MJ5wm2zq75RMyJRBF25nAcm0o3DWLqDptWhSXQ6uFgBBJPiGxIVWi01e6gtv6ew5xDKZ2UkvTH9xwA0Ndb/2uImeeDM64Sq+zrorzeNFLthEGnc45UJqSOS93PhZhpGIlFvXny91f9MsNQ2BD+Vy9rB8ujtCmIWQQ8V20V+tZRYw7MlQ+P0uKe+2WHLF2ElwaKciN5Sa2w3MM0LjufRnZhBu8SCe7Mm7tXcJplGZrMhBcGJsjcVqYK7ZbAdElqVN3cHdzy1q+m4MgUvsmrrMdVWE1D4LmKA3vPLgmOp6hbW+Qiq1X7S+4Q5ttc7nxn6xk7FOZRFp3/hVekDtEuMuuQmd9wLZJ7cUwemrKErMK5feYw/E6MMCsy3G5rI3sVJrojWNHFJ9g8MxtCI7uMhLCVi0Z265KB464H7Y3nQ7VVUP6eyRlgcUbiaXXhb9caeuKiP1w8MAWCJ0RlRG8fnYPsF1i5FOVRcm0J5oVMO9BEFAazRRu3eRiVFwWGqJ05IOQ4ZCTVcKxCSSeZvuVwi4zazoffsSnOeLqPoArjqeu0UC1RvYFYMgVPe7I6sZBEw4fDaeXGqNGhg81O9CYn2hCNRc+Nfo2b0lbAdgqWTbtYjX9MV8TSZ/apUsy7JjCi4whmWYca0UHh42LSwVb2rPmsw80j2gZ/ROA7SpKn0BKn8LKAYXTehsMnIbtFbYXws9DIr6PC+/GKat+VN1OPX7TNF0XVsbf0uJstsZs46RBSm0/GgfuB6As/3zkcfHX45Y93du992348Xgs+DT4PbgaD4OvgXvA4OAsugjiYBb8Evwa/bf++/cf2n9t/NdSrV1qbT4Letf3Pf0tXuRY=</latexit>

MTL-IBP
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Random Forests
Hybrid Training [Ranzato21]
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Accuracy % Balanced
Accuracy %

Individual Fairness fair𝑇 %
cat noise noise-cat conditional-attributeDataset

RF FATT RF FATT RF FATT RF FATT RF FATT RF FATT
Adult 82.76 80.84 70.29 61.86 91.71 100.00 85.44 95.21 77.50 95.21 84.75 94.12
Compas 66.57 64.11 66.24 63.83 48.01 100.00 35.51 85.98 30.87 85.98 - -
Crime 80.95 79.45 80.98 79.43 86.22 100.00 31.83 75.19 32.08 75.19 - -
German 76.50 72.00 63.62 52.54 91.50 100.00 92.00 99.50 90.00 99.50 91.50 99.50
Health 85.29 77.87 83.27 73.59 7.84 99.99 47.66 97.04 2.91 97.03 - -
Average 78.41 74.85 72.88 66.25 65.06 100.00 58.49 90.58 46.67 90.58 88.13 96.81

Table 1: RF and FATT Comparison

 60
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adult compas crime german health
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 %

Distribution of Accuracy over di�erent Trainings

Figure 4: Distribution of Accuracy (left) and Fairness (right)

Model Size Average Verification Time per Sample (ms)
cat noise noise-cat conditional-attributeDataset

RF FATT RF FATT RF FATT RF FATT RF FATT
Adult 1427 43 0.03 0.02 0.03 0.02 0.03 0.02 0.03 0.02
Compas 147219 75 0.36 0.07 0.47 0.07 0.61 0.07 - -
Crime 14148 11 0.12 0.07 2025.13 0.07 2028.47 0.07 - -
German 5743 2 0.06 0.03 0.06 0.02 0.07 0.03 0.06 0.02
Health 2558676 84 1.40 0.06 0.91 0.05 3.10 0.06 - -

Table 2: Model Sizes and Verification Times

FATT Natural CART CART with HintsDataset Accuracy % Fairness % Size Accuracy % Fairness % Size Accuracy % Fairness % Size
Adult 80.84 95.21 43 85.32 77.56 270 84.77 87.46 47
Compas 64.11 85.98 75 65.91 22.25 56 65.91 22.25 56
Crime 79.45 75.19 11 77.69 24.31 48 77.44 60.65 8
German 72.00 99.50 2 75.50 57.50 115 73.50 86.00 4
Health 77.87 97.03 84 83.85 79.98 2371 82.25 93.64 100
Average 74.85 90.58 43 77.65 52.32 572 76.77 70.00 43

Table 3: Decision Trees Comparison
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Hybrid Training

• Mark Niklas Müller, Franziska Eckert, Marc Fischer, and Martin Vechev. 
Certified training: Small Boxes Are All You Need. In ICLR, 2023. 
one of the first instances of hybrid training 

• Alessandro De Palma, Rudy Bunel, Krishnamurthy Dvijotham, M. 
Pawan Kumar, Robert Stanforth, Alessio Lomuscio. Expressive Losses 
for Verified Robustness via Convex Combinations. In ICLR, 2024. 
characterization of expressive losses for hybrid training
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Formal Methods  
for Data Preparation

data preparation model training model deploymentdata predictions
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Data Scientist: The Sexiest Job of
the 21st Century
Andrew McAfee and Erik Brynjolfsson

Andrew J Buboltz, silk screen on a page from a high school yearbook, 8.5" x 12", 2011  Tamar Cohen

When Jonathan Goldman arrived for work in June 2006 at LinkedIn, the
business networking site, the place still felt like a start-up. The company
had just under 8 million accounts, and the number was growing quickly as
existing members invited their friends and colleagues to join. But users
weren’t seeking out connections with the people who were already on the
site at the rate executives had expected. Something was apparently
missing in the social experience. As one LinkedIn manager put it, “It was
like arriving at a conference reception and realizing you don’t know
anyone. So you just stand in the corner sipping your drink—and you
probably leave early.”

Goldman, a PhD in physics from Stanford, was intrigued by the linking he
did see going on and by the richness of the user profiles. It all made for
messy data and unwieldy analysis, but as he began exploring people’s
connections, he started to see possibilities. He began forming theories,
testing hunches, and finding patterns that allowed him to predict whose
networks a given profile would land in. He could imagine that new features

https://hbr.org/2012/10/data-scientist-the-sexiest-job-of-the-21st-century

Data Scientists

191

Mathematics 
and Statistics

Computer 
Science 
and IT

Domain  
Knowledge

Data 
Science
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Jupyter Notebooks
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Jupyter Notebooks

P. Subotić et al. - A Static Analysis Framework for Data Science Notebooks (ICSE 2022)

   UNUSED DATA
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Jupyter Notebooks

P. Subotić et al. - A Static Analysis Framework for Data Science Notebooks (ICSE 2022)

   DATA LEAK
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Jupyter Notebooks

P. Subotić et al. - A Static Analysis Framework for Data Science Notebooks (ICSE 2022)

   STALE DATA
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Anomalously Unused Data
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(Un)used Data Analysis

197

software

property

audience

abstract interpretation
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The Reinhart-Rogoff Paper

573

American Economic Review: Papers & Proceedings 100 (May 2010): 573–578
http://www.aeaweb.org/articles.php?doi=10.1257/aer.100.2.573

In this paper, we exploit a new multi-country 
historical dataset on public (government) debt to 
search for a systemic relationship between high 
public debt levels, growth and inflation.1 Our 
main result is that whereas the link between 
growth and debt seems relatively weak at “nor-
mal” debt levels, median growth rates for coun-
tries with public debt over roughly 90 percent 
of GDP are about one percent lower than other-
wise; average (mean) growth rates are several 
percent lower. Surprisingly, the relationship 
between public debt and growth is remarkably 
similar across emerging markets and advanced 
economies. This is not the case for inflation. We 
find no systematic relationship between high 
debt levels and inflation for advanced econo-
mies as a group (albeit with individual country 
exceptions including the United States). By con-
trast, in emerging market countries, high public 
debt levels coincide with higher inflation.

Our topic would seem to be a timely one. 
Public debt has been soaring in the wake of the 
recent global financial maelstrom, especially in 
the epicenter countries. This should not be sur-
prising, given the experience of earlier severe 
financial crises.2 Outsized deficits and epic bank 
bailouts may be useful in fighting a downturn, 
but what is the long-run macroeconomic impact, 

1 In this paper “public debt” refers to gross central 
government debt.   “Domestic public debt” is government 
debt issued under domestic legal jurisdiction. Public debt 
does not include debts carrying a government guarantee. 
Total gross external debt includes the external debts of all 
branches of government as well as private debt that is issued 
by domestic private entities under a foreign jurisdiction.

2 Reinhart and Rogoff (2009a, b) demonstrate that the 
aftermath of a deep financial crisis typically involves a 
protracted period of macroeconomic adjustment, particu-
larly in employment and housing prices. On average, public 
debt rose by more than 80 percent within three years after 
a crisis.

Growth in a Time of Debt

By Carmen M. Reinhart and Kenneth S. Rogoff*

especially against the backdrop of graying pop-
ulations and rising social insurance costs? Are 
sharply elevated public debts ultimately a man-
ageable policy challenge?

Our approach here is decidedly empirical, 
taking advantage of a broad new historical 
dataset on public debt (in particular, central 
government debt) first presented in Carmen M. 
Reinhart and Kenneth S. Rogoff (2008, 2009b). 
Prior to this dataset, it was exceedingly difficult 
to get more than two or three decades of pub-
lic debt data even for many rich countries, and 
virtually impossible for most emerging markets. 
Our results incorporate data on 44 countries 
spanning about 200 years. Taken together, the 
data incorporate over 3,700 annual observations 
covering a wide range of political systems, insti-
tutions, exchange rate and monetary arrange-
ments, and historic circumstances.

We also employ more recent data on external 
debt, including debt owed both by governments 
and by private entities. For emerging markets, 
we find that there exists a significantly more 
severe threshold for total gross external debt (public and private)—which is almost exclu-
sively denominated in a foreign currency—than 
for total public debt (the domestically issued 
component of which is largely denominated 
in home currency). When gross external debt 
reaches 60 percent of GDP, annual growth 
declines by about two percent; for levels of 
external debt in excess of 90 percent of GDP, 
growth rates are roughly cut in half. We are not 
in a position to calculate separate total exter-
nal debt thresholds (as opposed to public debt 
thresholds) for advanced countries. The avail-
able time-series is too recent, beginning only in 
2000. We do note, however, that external debt 
levels in advanced countries now average nearly 
200 percent of GDP, with external debt levels 
being particularly high across Europe.

The focus of this paper is on the longer term 
macroeconomic implications of much higher 
public and external debt. The final section, how-
ever, summarizes the historical experience of 
the United States in dealing with private sector 

* Reinhart: Department of Economics, 4115 Tydings 
Hall, University of Maryland, College Park, MD 20742 (e-mail: creinhar@umd.edu); Rogoff: Economics Depart-
ment, 216 Littauer Center, Harvard University, Cambridge 
MA 02138–3001 (e-mail: krogoff@harvard.edu). The 
authors would like to thank Olivier Jeanne and Vincent R. 
Reinhart for helpful comments.

data excluded 
from the analysis
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England Covid-19 Cases Error
  

Excel spreadsheet error
blamed for UK’s 16,000 missing
coronavirus cases
The case went missing a!er the spreadsheet hit its filesize limit
By James Vincent  Oct 5, 2020, 9:41am EDT

SCIENCE US & WORLD TECH

6

Covid-19:
Only half

of 16 000
patients m

issed from
England’s

official

figures ha
ve been c

ontacted

Elisabeth
Mahase

Details of
nearly 16

000 cases
of covid-1

9 were no
t

transferre
d to Engla

nd’s NHS
Test and T

race servi
ce

and were
missed fro

m official fig
ures beca

use of an

error in th
e process

for updati
ng the dat

a.

England’s
health an

d social ca
re secreta

ry, Matt

Hancock,
told the H

ouse of Co
mmons on

Monday 5

October th
at after th

e error wa
s discover

ed on Frid
ay

2 October
“6500 hou

rs of extra
contact tr

acing” ha
d

been carri
ed out ove

r theweek
end. But a

s atMond
ay

morning o
nly half (5

1%) of the pe
ople had b

een

reached b
y contact

tracers.

In respon
se, Labou

r’s shadow
health sec

retary,

Jonathan
Ashworth

, said, “Th
ousands o

f people a
re

blissfully
unaware t

hey have b
een expos

ed to covi
d,

potentiall
y spreadin

g this dead
ly virus at

a timewhe
n

hospital a
dmissions

are rising
and we ar

e in the

secondwa
ve. This is

not just a s
hambles,

it is somu
ch

worse.”

The misse
d cases w

ere added
to the dail

y figures f
or

theweeke
nd,meani

ng that 22
961 casesw

ere reporte
d

on Sunda
y 4 Octobe

r and 12 8
72 were re

ported on

Saturday.

Reports in
dicated th

at the pro
blem may have

been

caused by
the row limit on M

icrosoft’s
Excel

spreadshe
et softwar

e, which c
aused num

bers sent

from one labor
atory to b

e missed o
ff.

Hancockw
ouldnot c

onfirm the cause
of the tech

nical

issue but s
aid that h

e had alre
ady decid

ed to repla
ce

the system
at fault in

July. “I co
mmission

ed a new

data syste
m to replace

the legacy
one, and t

he

contracts
were awa

rded in Au
gust and t

he work o
n

the upgra
de is alrea

dy under
way,” he t

old MPs.

The Guard
ian report

ed that th
e error occ

urred whe
n

one labor
atory sent

its daily te
st report t

o Public

Health En
gland in a

CSV file.1 Altho
ugh these

files

can be an
y size, an

Excel spre
adsheet h

as a limit
of

1 048 576
rows, or 6

5536 if an
older vers

ion of the

softwarew
as beingu

sed.Whena file l
onger than

that

is opened
, the rows

that excee
d themax

imumare cut

off, mean
ing once t

hat labora
tory had p

erformed

more than
a million

tests, its r
eports we

re not see
n

by PHE.

Comment
ing on the

error, Pete
r Banniste

r, executiv
e

chair of th
e Institutio

nofEngin
eeringand

Technolog
y

Healthcar
e Sector, s

aid, “It’s w
idely know

n within

medical d
evice deve

lopment t
hat the us

e of

commerci
al off-the-

shelf prod
ucts, such

as Excel,

requires a
dditional

testing to
ensure tha

t they are

able to me
et the strin

gent requ
irements o

f use in a

healthcar
e setting.

“In particu
lar, regula

tory autho
rities such

as the FDA

in the US
have calle

d out the
limitation

s of Excel

when app
lied to sto

ring and m
anipulatin

g medical

data and f
urthermor

e have iss
ued guida

nce on

validation
and risk m

anagemen
t for these

products

if they are
to beused

in such a s
afety critic

almanner
.”

The error
came as th

e Labour P
arty’s lead

er, Keir

Starmer, s
aid that th

e prime m
inister ha

d “lost

control”o
f covid-19,

withno cl
ear strateg

y for beati
ng

it. Speakin
g to the O

bserver, S
tarmer set

out his fiv
e

point plan
for covid-

19, which
starts with

publishin
g

the criteri
a for local

restriction
s, as the G

erman

governme
nt did. Se

condly, he
said publi

c health

messagin
g should b

e improve
d by addin

g a featur
e

to the NH
S covid-19

app so pe
ople can s

earch thei
r

postcode
and find o

ut their lo
cal restric

tions.

Starmer h
as also sai

d hewoul
d fix the co

ntact traci
ng

system by investi
ng in NHS

and unive
rsity

laboratori
es to expa

nd testing
and at the

same time

put local p
ublic heal

th teams i
n charge o

f contact

tracing in
their area

s. Routine
regular te

sting in hi
gh

risk workp
laces and

high trans
mission a

reas woul
d

then be ca
rried out,

with resul
ts within 2

4 hours.

Additiona
lly, Starm

er would o
utline a va

ccine

manufact
uring and

distributio
n program

me ready

for when a
vaccine is

approved
.

1 Halliday J,
Campbell D,W

alker P, Sa
mple I. Engla

nd covid c
ases error

means

50 000 contacts m
ay not hav

e been tra
ced. Guard

ian. 5 Oct
2020.

https://ww
w.theguar

dian.com/world/20
20/oct/05

/england-c
ovid-cases

-

error-unkn
own-how-

many-conta
cts-not-tra

ced-says-m
inister.

This article
is made freely

available f
or use in a

ccordance
with BMJ's website

terms and cond
itions for t

he duratio
n of the co

vid-19 pan
demic or until o

therwise

determined by BM
J. You may use, do

wnload an
d print the

article for
any lawful

,

non-commercial purp
ose (includ

ing text an
d data mining) prov

ided that a
ll

copyright
notices an

d trade m
arks are re

tained.
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Data Usage Static Analysis [CU18]

mathematical models  
of the program behavior

algorithmic approaches  
to decide program properties

practical tools  
targeting specific programs
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Data (Non-)Usage
𝒩J

def= {[[P]] ∣ UNUSEDJ([[P]])}
 is the set of all programs P (or, rather, their semantics )  

that do not use the value of the input variables in 
𝒩J [[P]]

J

UNUSEDJ([[P]]) def= 







∀t ∈ [[P]], V ∈ ℛ|J| : t0(J) ≠ V ⇒ ∃t′ ∈ [[P]] :
(∀i : i ∉ J ⇒ t0(i) = t′ 0(i))∧ t′ 0(J) = V
∧ tω = t′ ω

Intuitively: any possible program  
outcome is possible from any value 

of the input variable i

P ⊧ 𝒩J ⇔ {[[P]]} ⊆ 𝒩J

Theorem

P ⊧ 𝒩J ⇐ [[P]] ⊆ [[P]]♮ ∈ 𝒩J

Corollary
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Not a Subset-Closed Property
Data (Non-) Usage

202

()
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*
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*
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mathematical models  
of the program behavior

algorithmic approaches  
to decide program properties

practical tools  
targeting specific programs

Caterina UrbanFormal Methods for Machine Learning PipelinesEJCP 2024 115

Hierarchy of Semantics

collecting semantics

dependency semantics

parallel semantics
α𝕀

{[[M]]}

{[M]}𝕀
∙

[[M]]∙

{[M]}𝕀
↝

[[M]]↝

{[M]}𝕀 α∙

α∙

α↝

α↝

α𝕀

α𝕀

outcome semantics

Data Usage Static Analysis [CU18]
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mathematical models  
of the program behavior

algorithmic approaches  
to decide program properties

practical tools  
targeting specific programs

Data Usage Static Analysis [CU18]
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Over-Approximation of the Used Input Data
Data (Non-)Usage Abstractions

205

P ⊧ 𝒩J♮⊆J ⇐ [[P]] ⊆ [[P]]♮
A ⊆ 𝒩J♮⊆J

 Under-Approximation of the Unused Input Data⇒
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Example

206

english = bool(input())  
math = bool(input())  
science = bool(input())  
bonus = bool(input())  
 
passing = True 
if not english:  
       english = False                                 
if not math:  
       passing = False or bonus  
if not math:                                                  
       passing = False or bonus              
 
print(passing) 

ERROR: english SHOULD BE passing

ERROR: math SHOULD BE science

INPUT VARIABLES

OUTPUT VARIABLES

the input variables english and science are unused
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2 Caterina Urban and Peter Müller

Λ
trace

semantics
(Section 2)

Λ•
outcome
semantics
(Section 5)

Λ!
dependency
semantics
(Section 6)

ΛF

non-interference
analysis

(Section 8)

ΛX

strongly live
variable analysis

(Section 9)

ΛQ

data usage
analysis

(Section 10)

−−−→←−−−
α•

γ•
−−−−→←−−−−

α!

γ!

γF

γX

γQ

Fig. 1. Overview of the program semantics presented in the paper. The dependency
semantics, derived by abstraction of the trace semantics, is sound and complete for
data usage. Further sound but not complete abstractions are shown on the right.

hold that this paper led to unjustified adoption of austerity policies for coun-
tries with various levels of public debt [30]. Programming errors in data analysis
code for medical applications are even more critical [27]. It is thus paramount
to achieve a high level of confidence in the correctness of data science code.

The likelihood that a programming error causes some input data to remain
unused is particularly high for data science applications, where data goes through
long pipelines of modules that acquire, filter, merge, and manipulate it. In this
paper, we propose an abstract interpretation [14] framework to automatically
detect unused input data. We characterize when a program uses (some of) its
input data using the notion of dependency between the input data and the out-
come of the program. Our notion of dependency accounts for non-determinism
and non-termination. Thus, it encompasses notions of dependency that arise in
many different contexts, such as secure information flow and program slicing [1],
as well as provenance or lineage analysis [9], to name a few.

Following the theory of abstract interpretation [12], we systematically derive
a new program semantics that precisely captures exactly the information needed
to reason about input data usage, abstracting away from irrelevant details about
the program behavior. Figure 1 gives an overview of our approach. The seman-
tics is first expressed in a constructive fixpoint form over sets of sets of traces, by
partitioning the operational trace semantics of a program based on its outcome
(cf. outcome semantics in Figure 1), and a further abstraction ignores interme-
diate state computations (cf. dependency semantics in Figure 1). Starting the
development of the semantics from the operational trace semantics enables a
uniform mathematical reasoning about programs semantics and program prop-
erties (Section 3). In particular, since input data usage is not a trace property

collecting
{Λ}

semantics
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Secure Information Flow

!P"F

L ⇢ x

L ⇢ y

L ⇢ z

H ⇢ w

H ⇢ t

possibilistic non-interference coincides with input data (non-)usage  
when the set J of unused input variables contains all input variables: 
• input variables are high-security variables
• output variables are low-security variables

Hypercollecting Semantics

and Its Application to Static Analysis of Information Flow

Mounir Assaf

Stevens Institute of Technology,
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Abstract

We show how static analysis for secure information flow can be ex-

pressed and proved correct entirely within the framework of abstract

interpretation. The key idea is to define a Galois connection that

directly approximates the hyperproperty of interest. To enable use

of such Galois connections, we introduce a fixpoint characterisation

of hypercollecting semantics, i.e. a “set of sets” transformer. This

makes it possible to systematically derive static analyses for hyper-

properties entirely within the calculational framework of abstract

interpretation. We evaluate this technique by deriving example static

analyses. For qualitative information flow, we derive a dependence

analysis similar to the logic of Amtoft and Banerjee (SAS’04) and

the type system of Hunt and Sands (POPL’06). For quantitative infor-

mation flow, we derive a novel cardinality analysis that bounds the

leakage conveyed by a program instead of simply deciding whether

it exists. This encompasses problems that are hypersafety but not

k-safety. We put the framework to use and introduce variations

that achieve precision rivalling the most recent and precise static

analyses for information flow.

Categories and Subject Descriptors D.2.4 [Software Engineer-

ing]: Software/Program Verification–Assertion checkers; D.3 [Pro-

gramming Languages]; F.3.1 [Logics and meanings of programs]:

Semantics of Programming Language

Keywords static analysis, abstract interpretation, information flow,

hyperproperties

1. Introduction

Most static analyses tell something about all executions of a program.

This is needed, for example, to validate compiler optimizations.

Functional correctness is also formulated in terms of a predicate on

observable behaviours, i.e. more or less abstract execution traces: A

program is correct if all its traces satisfy the predicate. By contrast

with such trace properties, extensional definitions of dependences

involve more than one trace. To express that the final value of a

variable x may depend only on the initial value of a variable y, the

requirement—known as noninterference in the security literature

(Sabelfeld and Myers 2003)—is that any two traces with the same

initial value for y result in the same final value for x. Sophisticated

information flow policies allow dependences subject to quantitative

bounds—and their formalisations involve more than two traces,

sometimes unboundedly many.

For secure information flow formulated as decision problems, the

theory of hyperproperties classifies the simplest form of noninterfer-

ence as 2-safety and some quantitative flow properties as hypersafety

properties (Clarkson and Schneider 2010). A number of approaches

have been explored for analysis of dependences, including type sys-

tems, program logics, and dependence graphs. Several works have

used abstract interpretation in some way. One approach to 2-safety is

by forming a product program that encodes execution pairs (Barthe

et al. 2004; Terauchi and Aiken 2005; Darvas et al. 2005), thereby

reducing the problem to ordinary safety which can be checked by

abstract interpretation (Kovács et al. 2013) or other means. Alter-

natively, a 2-safety property can be checked by dedicated analyses

which may rely in part on ordinary abstract interpretations for trace

properties (Amtoft et al. 2006).

The theory of abstract interpretation serves to specify and

guide the design of static analyses. It is well known that effective

application of the theory requires choosing an appropriate notion

of observable behaviour for the property of interest (Cousot 2002;

Bertrane et al. 2012, 2015). Once a notion of “trace” is chosen, one

has a program semantics and “all executions” can be formalized in

terms of collecting semantics, which can be used to define a trace

property of interest, and thus to specify an abstract interpretation

(Cousot and Cousot 1977, 1979; Cousot 1999).

The foundation of abstract interpretation is quite general, based

on Galois connections between semantic domains on which collec-

ting semantics is defined. Clarkson and Schneider (2010) formalize

the notion of hyperproperty in a very general way, as a set of sets

of traces. Remarkably, prior works using abstract interpretation for

secure information flow do not directly address the set-of-sets di-

mension and instead involve various ad hoc formulations. This paper

presents a new approach of deriving information flow static analyses

within the calculational framework of abstract interpretation.
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Rennes, FR

first.las
t@cent

ralesup
elec.fr

Abstract

We show how static analysis for secure information flow can be ex-

pressed and proved correct entirely within the framework of abstract

interpretation. The key idea is to define a Galois connection that

directly approximates the hyperproperty of interest. To enable use

of such Galois connections, we introduce a fixpoint characterisation

of hypercollecting semantics, i.e. a “set of sets” transformer. This

makes it possible to systematically derive static analyses for hyper-

properties entirely within the calculational framework of abstract

interpretation. We evaluate this technique by deriving example static

analyses. For qualitative information flow, we derive a dependence

analysis similar to the logic of Amtoft and Banerjee (SAS’04) and

the type system of Hunt and Sands (POPL’06). For quantitative infor-

mation flow, we derive a novel cardinality analysis that bounds the

leakage conveyed by a program instead of simply deciding whether

it exists. This encompasses problems that are hypersafety but not

k-safety. We put the framework to use and introduce variations

that achieve precision rivalling the most recent and precise static

analyses for information flow.

Categories and Subject Descriptors D.2.4 [Software Engineer-

ing]: Software/Program Verification–Assertion checkers; D.3 [Pro-

gramming Languages]; F.3.1 [Logics and meanings of programs]:

Semantics of Programming Language

Keywords static analysis, abstract interpretation, information flow,

hyperproperties

1. Introduction

Most static analyses tell something about all executions of a program.

This is needed, for example, to validate compiler optimizations.

Functional correctness is also formulated in terms of a predicate on

observable behaviours, i.e. more or less abstract execution traces: A

program is correct if all its traces satisfy the predicate. By contrast

with such trace properties, extensional definitions of dependences

involve more than one trace. To express that the final value of a

variable x may depend only on the initial value of a variable y, the

requirement—known as noninterference in the security literature

(Sabelfeld and Myers 2003)—is that any two traces with the same

initial value for y result in the same final value for x. Sophisticated

information flow policies allow dependences subject to quantitative

bounds—and their formalisations involve more than two traces,

sometimes unboundedly many.

For secure information flow formulated as decision problems, the

theory of hyperproperties classifies the simplest form of noninterfer-

ence as 2-safety and some quantitative flow properties as hypersafety

properties (Clarkson and Schneider 2010). A number of approaches

have been explored for analysis of dependences, including type sys-

tems, program logics, and dependence graphs. Several works have

used abstract interpretation in some way. One approach to 2-safety is

by forming a product program that encodes execution pairs (Barthe

et al. 2004; Terauchi and Aiken 2005; Darvas et al. 2005), thereby

reducing the problem to ordinary safety which can be checked by

abstract interpretation (Kovács et al. 2013) or other means. Alter-

natively, a 2-safety property can be checked by dedicated analyses

which may rely in part on ordinary abstract interpretations for trace

properties (Amtoft et al. 2006).

The theory of abstract interpretation serves to specify and

guide the design of static analyses. It is well known that effective

application of the theory requires choosing an appropriate notion

of observable behaviour for the property of interest (Cousot 2002;

Bertrane et al. 2012, 2015). Once a notion of “trace” is chosen, one

has a program semantics and “all executions” can be formalized in

terms of collecting semantics, which can be used to define a trace

property of interest, and thus to specify an abstract interpretation

(Cousot and Cousot 1977, 1979; Cousot 1999).

The foundation of abstract interpretation is quite general, based

on Galois connections between semantic domains on which collec-

ting semantics is defined. Clarkson and Schneider (2010) formalize

the notion of hyperproperty in a very general way, as a set of sets

of traces. Remarkably, prior works using abstract interpretation for

secure information flow do not directly address the set-of-sets di-

mension and instead involve various ad hoc formulations. This paper

presents a new approach of deriving information flow static analyses

within the calculational framework of abstract interpretation.
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passing = True 
if not english:  
      english = False                                 
if not math:  
      passing = False or bonus  
if not math:                                                  
      passing = False or bonus            

L ⇢ passing, H ⇢ english, math, science, bonus

H ⇢ english, math, science, bonus, passing             

L ⇢ passing, H ⇢ english, math, science, bonus

H ⇢ english, math, science, bonus, passing                                          

L ⇢ passing, H ⇢ english, math, science, bonus

possibilistic non-interference coincides with input data (non-)usage  
when the set J of unused input variables contains all input variables: 
• input variables are high-security variables
• output variables are low-security variables
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possibilistic non-interference coincides with input data (non-)usage  
when the set J of unused input variables contains all input variables: 
• input variables are high-security variables
• output variables are low-security variables
and the program is terminating

 
passing = True 
while not english:  
      english = False                                

L ⇢ passing, H ⇢ english, math, science, bonus

L ⇢ passing, H ⇢ english, math, science, bonus

L ⇢ passing, H ⇢ english, math, science, bonus

P ⊧ 𝒩+
J ⇐ [[P]] ⊆ [[P]]♮

F ⊆ 𝒩+
J

Theorem
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2 Caterina Urban and Peter Müller
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ΛX

strongly live
variable analysis

(Section 9)

ΛQ

data usage
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−−−→←−−−
α•

γ•
−−−−→←−−−−

α!

γ!

γF

γX

γQ

Fig. 1. Overview of the program semantics presented in the paper. The dependency
semantics, derived by abstraction of the trace semantics, is sound and complete for
data usage. Further sound but not complete abstractions are shown on the right.

hold that this paper led to unjustified adoption of austerity policies for coun-
tries with various levels of public debt [30]. Programming errors in data analysis
code for medical applications are even more critical [27]. It is thus paramount
to achieve a high level of confidence in the correctness of data science code.

The likelihood that a programming error causes some input data to remain
unused is particularly high for data science applications, where data goes through
long pipelines of modules that acquire, filter, merge, and manipulate it. In this
paper, we propose an abstract interpretation [14] framework to automatically
detect unused input data. We characterize when a program uses (some of) its
input data using the notion of dependency between the input data and the out-
come of the program. Our notion of dependency accounts for non-determinism
and non-termination. Thus, it encompasses notions of dependency that arise in
many different contexts, such as secure information flow and program slicing [1],
as well as provenance or lineage analysis [9], to name a few.

Following the theory of abstract interpretation [12], we systematically derive
a new program semantics that precisely captures exactly the information needed
to reason about input data usage, abstracting away from irrelevant details about
the program behavior. Figure 1 gives an overview of our approach. The seman-
tics is first expressed in a constructive fixpoint form over sets of sets of traces, by
partitioning the operational trace semantics of a program based on its outcome
(cf. outcome semantics in Figure 1), and a further abstraction ignores interme-
diate state computations (cf. dependency semantics in Figure 1). Starting the
development of the semantics from the operational trace semantics enables a
uniform mathematical reasoning about programs semantics and program prop-
erties (Section 3). In particular, since input data usage is not a trace property

collecting
{Λ}

semantics
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a variable is strongly live if 
• it is used in an assignment to another strongly live variable
• it is used in a statement other than an assignment

!P"X

x

y

z

w

t

passing = True 
if not english:  
      english = False                                 
if not math:  
      passing = False or bonus  
if not math:                                                  
      passing = False or bonus 
            

{ bonus, math, english }     

{ passing }             
{ bonus }            

{ bonus, math }                                                
{ bonus, math }                                                
{ bonus, math }                                                
{ bonus, math }                                                

{ bonus, math, english }        

P ⊧ 𝒩J ⇐ [[P]] ⊆ [[P]]♮
X ⊆ 𝒩J

Theorem
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Fig. 1. Overview of the program semantics presented in the paper. The dependency
semantics, derived by abstraction of the trace semantics, is sound and complete for
data usage. Further sound but not complete abstractions are shown on the right.

hold that this paper led to unjustified adoption of austerity policies for coun-
tries with various levels of public debt [30]. Programming errors in data analysis
code for medical applications are even more critical [27]. It is thus paramount
to achieve a high level of confidence in the correctness of data science code.

The likelihood that a programming error causes some input data to remain
unused is particularly high for data science applications, where data goes through
long pipelines of modules that acquire, filter, merge, and manipulate it. In this
paper, we propose an abstract interpretation [14] framework to automatically
detect unused input data. We characterize when a program uses (some of) its
input data using the notion of dependency between the input data and the out-
come of the program. Our notion of dependency accounts for non-determinism
and non-termination. Thus, it encompasses notions of dependency that arise in
many different contexts, such as secure information flow and program slicing [1],
as well as provenance or lineage analysis [9], to name a few.

Following the theory of abstract interpretation [12], we systematically derive
a new program semantics that precisely captures exactly the information needed
to reason about input data usage, abstracting away from irrelevant details about
the program behavior. Figure 1 gives an overview of our approach. The seman-
tics is first expressed in a constructive fixpoint form over sets of sets of traces, by
partitioning the operational trace semantics of a program based on its outcome
(cf. outcome semantics in Figure 1), and a further abstraction ignores interme-
diate state computations (cf. dependency semantics in Figure 1). Starting the
development of the semantics from the operational trace semantics enables a
uniform mathematical reasoning about programs semantics and program prop-
erties (Section 3). In particular, since input data usage is not a trace property

collecting
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x ⇢ U

y ⇢ S | y ⇢ U

z ⇢ N

w ⇢ O | w ⇢ U

t ⇢ N

N

S O

U

• U: used in the current scope (or an inner scope) 
• S: used in an outer scope 
• O: used in an outer scope and overridden in the current scope 
• N: not used
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x ⇢ U

y ⇢ S | y ⇢ U

z ⇢ N

w ⇢ O | w ⇢ U

t ⇢ N

N

S O

U

  
passing = True 
  
if not english:  
        
      english = False                                 
        
  
if not math:  
        
      passing = False or bonus  
        
  
if not math:                                                  
        
      passing = False or bonus 
        
           

bonus ⇢ U, passing ⇢ O | passing ⇢ U

passing ⇢ S | passing ⇢ U
passing ⇢ U

math, bonus, passing ⇢ U
math, bonus, passing ⇢ S | math, bonus, passing ⇢ U

math ⇢ S, bonus ⇢ U, passing ⇢ O | …

math, bonus, passing ⇢ U
math, bonus, passing ⇢ S | math, bonus, passing ⇢ U

• U: used in the current scope (or an inner scope) 
• S: used in an outer scope 
• O: used in an outer scope and overridden in the current scope 
• N: not used

MAD

Mad
[[P]]Q
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• U: used in the current scope (or an inner scope) 
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• O: used in an outer scope and overridden in the current scope 
• N: not used
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t ⇢ N
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U

  
passing = True 
  
if not english:  
        
      english = False                                 
        
  
if not math:  
        
      passing = False or bonus  
        
  
if not math:                                                  
        
      passing = False or bonus 
        
           

bonus ⇢ U, passing ⇢ O | passing ⇢ U

passing ⇢ S | passing ⇢ U
passing ⇢ U

math, bonus, passing ⇢ U
math, bonus, passing ⇢ S | math, bonus, passing ⇢ U

math ⇢ S, bonus ⇢ U, passing ⇢ O | …

math, bonus, passing ⇢ U
math, bonus, passing ⇢ S | math, bonus, passing ⇢ U

math, bonus, passing ⇢ S | math, bonus, passing ⇢ U

math, bonus, passing ⇢ U

math, bonus ⇢ U, passing ⇢ O

• U: used in the current scope (or an inner scope) 
• S: used in an outer scope 
• O: used in an outer scope and overridden in the current scope 
• N: not used [[P]]Q
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x ⇢ U

y ⇢ S | y ⇢ U

z ⇢ N

w ⇢ O | w ⇢ U

t ⇢ N

N

S O

U

• U: used in the current scope (or an inner scope) 
• S: used in an outer scope 
• O: used in an outer scope and overridden in the current scope 
• N: not used [[P]]Q

 
passing = True 
while not english:  
      english = False                                

passing ⇢ O

passing ⇢ U

passing ⇢ U

P ⊧ 𝒩+
J ⇐ [[P]] ⊆ [[P]]♮

Q ⊆ 𝒩+
J

Theorem
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Data Usage Static Analysis [CU18]

mathematical models  
of the program behavior

algorithmic approaches  
to decide program properties

practical tools  
targeting specific programs
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Hierarchy of Semantics

collecting semantics

dependency semantics

parallel semantics
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{[M]}𝕀
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↝
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α↝
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outcome semantics

syntactic non-usagestrongly-live variable analysis

secure information flow
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Abstract

Every
year there are more than 3.6 mil-

lion referral
s made to c

hild protect
ion agen-

cies across the US. The
practic

e of scree
n-

ing calls is left to each jurisdic
tion to fol-

low local pr
actices

and policies
, poten

tially

leading
to large variatio

n in the way in

which referral
s are tr

eated across t
he coun

-

try. Whilst increas
ing access

to linked ad-

ministrat
ive data is avail

able, it
is difficult

for welf
are workers

to make system
atic use

of histo
rical in

formation about a
ll the chil-

dren and adults
on a single referral

call.

Risk predict
ion models that use routine

ly

collecte
d administrat

ive data can help call

workers
to better

identify
cases that are

likely to result i
n adverse

outcom
es. How-

ever, th
e use of pred

ictive analyti
cs in the

area of child
welfare

is content
ious. There

is a possibi
lity that some communities—

such as those in poverty
or from particu

-

lar racial a
nd ethnic

groups—
will be

dis-

advanta
ged by the reliance

on governm
ent

administrat
ive data.

On the other hand,

these analyti
cs tools can augment or re-

place human judgments, w
hich themselves

are biased
and imperfect

. In this pa
per we

describ
e our work on develop

ing, validat-

ing, fai
rness a

uditing
, and deployi

ng a risk

predict
ion model in

Alleghen
y County

, PA,

USA. We discuss
the results

of our
analy-

sis to-d
ate, and

also highligh
t key problem

s

and data bias iss
ues tha

t presen
t challe

nges

for model ev
aluatio

n and deploym
ent.

1. Introd
uction

Every year th
ere are

more tha
n 3.6 million refer-

rals made to child protect
ion agencie

s across
the

US. It
is estimated that 37% of US children

are

investig
ated for child abuse and neglect

by age

18 years (K
im et al., 2

017). T
hese sta

tistics i
ndi-

cate tha
t far fro

m being a rare occ
urrence

, many

more chil
dren are bein

g pulled into the chil
d wel-

fare age
ncies th

an previou
sly thought

. Curre
ntly,

screenin
g these referral

calls is left to each ju-

risdictio
n to follow local pr

actices
and policies

.

These p
ractices

usually
involve

casewor
kers gat

h-

ering de
tails ab

out the
adults a

nd children
associ-

ated with the alle
ged victim. Often, th

e decisi
on

on whethe
r to investig

ate or n
ot is made wit

hout

ever vis
iting the family or spea

king with them.

Whilst electron
ic case managem

ent systems

and linked
administrat

ive data are increasi
ngly

availabl
e, it is difficult for child welfare

workers

to make systematic use of histo
rical in

formation

about a
ll the ch

ildren and adults o
n a single

refer-
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Data Leakage Analysis [Subotic24]

mathematical models  
of the program behavior

algorithmic approaches  
to decide program properties

practical tools  
targeting specific programs

An Abstract Interpretation-Based
Data Leakage Static Analysis

Filip Drobnjaković1, Pavle Subotić1, and Caterina Urban2

1 Microsoft, Serbia
2 Inria & ENS | PSL, France

Abstract. Data leakage is a well-known problem in machine learning
which occurs when the training and testing datasets are not indepen-
dent. This phenomenon leads to overly optimistic accuracy estimates at
training time, followed by a significant drop in performance when mod-
els are deployed in the real world. This can be dangerous, notably when
models are used for risk prediction in high-stakes applications.
In this paper, we propose an abstract interpretation-based static analysis
to prove the absence of data leakage. We implemented it in the NBLyzer
framework and we demonstrate its performance and precision on 2111
Jupyter notebooks from the Kaggle competition platform.

1 Introduction

As artificial intelligence (AI) continues its unprecedented impact on society, en-
suring machine learning (ML) models are accurate is crucial. To this end, ML
models need to be correctly trained and tested. This iterative task is typically
performed within data science notebook environments [19,9]. A notable bug
that can be introduced during this process is known as a data leakage [18].
Data leakages have been identified as a pervasive problem by the data science
community [10,11,17]. In a number of recent cases data leakages crippled the
performance of real-world risk prediction systems with dangerous consequences
in high-stakes applications such as child welfare [1] and healthcare [24].

Data leakages arise when dependent data is used to train and test a model.
This can come in the form of overlapping data sets or, more insidiously, by
library transformations that create indirect data dependencies.

Example 1 (Motivating Example). Consider the following excerpt of a data sci-
ence notebook (based on 569.ipynb from our benchmarks, and written in the
small language that we introduce in Section 3.3):

1 data = read("data.csv")
2 X_norm = normalize(X)
3 X_train = X_norm.select [[⌊0.025 ∗RX norm⌋+ 1, . . . , RX norm]][]
4 X_test = X_norm.select [[0, . . ., ⌊0.025 ∗RX norm⌋]][]
5 train(X_train)
6 test(X_test)
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import pandas as pd 
df = pd.read_csv(“HousePrices.csv”)

ex = df[df.SalePrice >= 1000000]
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ex = df

ex[‘Profit’] = ex[‘SalePrice’] - ex[‘BuyPrice’]
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dL = pd.read_csv(“L.csv”) 
dP = dL.pivot(index=c, columns=y, values=l) 
dR = pd.read_csv(“R.csv”) 
dG = dP.loc[:, 0:35].groupby(dR[r])

⋮

 c
 

 y
   l 

dR[r]  dG 

dP  dR

∈
∩ r 



Caterina UrbanFormal Methods for Machine Learning PipelinesVTSA 2024

Necessary vs Sufficient Data Expectations
Pratical Static Analysis

249

Automatic Inference of Necessary Preconditions

Patrick Cousot1, Radhia Cousot2, Manuel Fähndrich3, and Francesco Logozzo3

1 NYU, ENS, CNRS, INRIA
pcousot@cims.nyu.edu
2 CNRS, ENS, INRIA

rcousot@ens.fr
3 Microsoft Research

{maf,logozzo}@microsoft.com

Abstract. We consider the problem of automatic precondition infer-
ence. We argue that the common notion of sufficient precondition in-
ference (i.e., under which precondition is the program correct?) imposes
too large a burden on callers, and hence it is unfit for automatic program
analysis. Therefore, we define the problem of necessary precondition in-
ference (i.e., under which precondition, if violated, will the program al-
ways be incorrect?). We designed and implemented several new abstract
interpretation-based analyses to infer atomic, disjunctive, universally and
existentially quantified necessary preconditions.

We experimentally validated the analyses on large scale industrial
code. For unannotated code, the inference algorithms find necessary pre-
conditions for almost 64% of methods which contained warnings. In 27%
of these cases the inferred preconditions were also sufficient, meaning all
warnings within the method body disappeared. For annotated code, the
inference algorithms find necessary preconditions for over 68% of meth-
ods with warnings. In almost 50% of these cases the preconditions were
also sufficient. Overall, the precision improvement obtained by precon-
dition inference (counted as the additional number of methods with no
warnings) ranged between 9% and 21%.

1 Introduction

Design by Contract [28] is a programming methodology which systematically re-
quires the programmer to provide the preconditions, postconditions and object
invariants (collectively called contracts) at design time. Contracts allow auto-
matic generation of documentation, amplify the testing process, and naturally
enable assume/guarantee reasoning for divide and conquer static program anal-
ysis and verification. In the real world, relatively few methods have contracts
that are sufficient to prove the method correct. Typically, the precondition of
a method is weaker than necessary, resulting in unproven assertions within the
method, but making it easier to prove the precondition at call-sites. Inference
has been advocated as the holy grail to solve this problem.

In this paper we focus on the problem of computing necessary preconditions
which are inevitable checks from within the method that are hoisted to the

R. Giacobazzi, J. Berdine, and I. Mastroeni (Eds.): VMCAI 2013, LNCS 7737, pp. 128–148, 2013.
c⃝ Springer-Verlag Berlin Heidelberg 2013
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CFG with Analysis Result for example

df -> {_: W}

1

df -> {_: W}

import pandas as pd
df -> {_: W}

df: pd.DataFrame = read_csv(pandas, "...")
df -> {"id": N, "t": U, _: N}

drop(df, ["id"])
df -> {"t": U, _: N}

head(df["t"])
df -> {_: N}

2

df -> {_: N}

3



Caterina UrbanFormal Methods for Machine Learning PipelinesVTSA 2024 256

CFG with Analysis Result for example

df -> {_: W}
sub -> {_: W}

1

df -> {_: W}
sub -> {_: W}

import pandas as pd
df -> {_: W}
sub -> {_: W}

df: pd.DataFrame = read_csv(pandas, "...")
df -> {"A": U, "B": N, "C": U, _: N}

sub -> {_: W}

sub: pd.DataFrame = df[["A", "B", "C"]]
df -> {_: N}

sub -> {"B": W, _: U}

sub["B"]: pd.DataFrame = 1
df -> {_: N}
sub -> {_: U}

head(sub)
df -> {_: N}
sub -> {_: N}

2

df -> {_: N}
sub -> {_: N}

3
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