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Relationship Graphs

A Simpleflexible explicitway to represent knowledge
A Semantics encoded by node and edge labels
A Edge weights may represent connectivity strengths

A Examples:
I Roadmaps
I Social networks
I Biochemical networks
|
|

' General purposentologies(e.g.WordNet SUMOCy& ! Dhx X
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Informal Problem Definition

A General Task:
Knowledge discovery as opposed to mere lopk

A Scenario:
Find efficiently the closest connection between any given entitie




Informal Problem Definition

A General Task:
Knowledge discovery as opposed to mere lopk

A Scenario:
Find efficiently the closest connection between any given entitie

A Examples:

Encyclopedic queries
What doJackie Chan, Jules Verne, and ShiagLainehave in common?

Criminalisticqueries
What do JohrGotti, PaulCastellanpand Carldsambinohave in common?

Biomedical queries
What is the relation between Glutamines and Amino Acids?




Problem Definition

A Given:
I RelationshigraphG
I | 2 2entities (queryentities or query nodes),
I acost functiow(g) = J d(e), for mbgraphgi G

d E(g)

A Task:
i Find a mircostsubtreeof G that interconnects all querentities

- Steiner Tree Problem (Ntard)
- Tons of literature and solutions

I Find topk min-costsubtreesthat interconnect all query nodes



Related Work

Distance Network Heuristic

1) Build complete graph on query
nodes (an edge represents shortest
path between its end nodes)

2) Use MST heuiristic to find a solution

Approaches:

DNH[Kou et al; Al1981]
FDNHMehlhornet al.;IPL 1988
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Dynamic Programming

1) Compute optimal results for all
subsets of the query nodes

2) Infer optimal result for all query
nodes

Approaches:
D&W [Dreyfus & Wagner; NJ 1981]
DPBRO5 Ay 3 SiG |t oT L/ 5

Span and Cleanup
1) Start to build an MST from a query

node, until all query nodes are covere

2) Delete redundant nodes

Approaches:

RIUW-{ & [ A S
IHLERIhler;, WG 1991
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Partition and Index

1) Partition graph into blocks

2) Build interblock and intrablock
shortest path indexes

Approaches:
BLINK$H. Heetal{ LDah5QnT 6
EASEG. Lietal{f LDah5Qny 6

STAR:
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Related Work

Algorithms Performance Ratio | Time Complexity
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Outline

Intro & Related Work
A STAR:

I Algorithm

I Heuristics

I Analysis

I Topk
A Experiments
A Conclusion



STAR: Metaheuristic

A 1. Phase:

I Construct an initial tree aguicklyas possible, e.g. by:
A exploiting meta information about the graph
A exploiting heuristics for fast search space traversal
A carefulprecomputationof interconnecting paths (at least for some nodes)
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STAR: Metaheuristic

A 1. Phase:

I Construct an initial tree aguicklyas possible, e.g. by:
A exploiting meta information about the graph
A exploiting heuristics for fast search space traversal
A carefulprecomputationof interconnecting paths (at least for some nodes)

A 2. Phase:

I Improve current solution iteratively anguicklyby replacing it with
better solutions from its local neighborhood, e.g. by:

A effectively pruning the local neighborhood
A exploiting heuristics for fast search space traversal

10



STAR: Phase |

A Often relationship graphs come with taxonomic backbone
(e.g.WordNet SUMOCya ! DhX X0

Max Planck Angela Merkel
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A Often relationship graphs come with taxonomic backbone
(e.g.WordNet SUMOCya ! DhX X0

A Build an initial tree by exploiting
this taxonomic info

subClassGddges to
taxonomic ancestor of
guery entities

Max Planck Angela Merkel

Arnold
Schwarzenegger
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STAR: Phase |

Often relationship graphs come with taxonomic backbone
(e.g.WordNet SUMOCya ! DhX X0

Build an initial tree by exploiting
this taxonomic info

subClassGddges to
taxonomic ancestor of

query entItIeS Arnold

Schwarzenegger

Very few edges to visi

Max Planck Angela Merkel

Very efficient

11
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STAR: Phase |

A When no taxonomic info available:

I Fast search space traversal

A Use breadtHirst iterators starting from each query nodes
A Return an initial tree as soon as therators meet
A Much faster than using singourceshortestpath iterators (BANKS strategy)
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STAR: Phase Il

A Improve current tree as quickly as possible
with better solutions from local neighborhood

Algorithm 1: improve(T)
Q: priority queue of replaceable paths inT
//lordered by decreasing weights
_ D Fast pruning of local
while Q.notEmpty () do neighborhood

p= Q.dequeue ()

{T,, T ,}=Remove(p, T)

findShortestPath (T, T )

l/shortest path between T ,andT, InG

if w(T6) < whem)

T = T0O
Q: priority queue of replaceable paths inT
/lordered by decreasing weights
end if
end while

return T

14
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A Improve current tree as quickly as possible
with better solutions from local neighborhood

Algorithm 1: improve(T)
Q: priority queue of replaceable paths inT
//lordered by decreasing weights
_ D Fast pruning of local
while Q.notEmpty () do neighborhood

p= Q.dequeue ()

{T,, T ,}=Remove(p, T)

findShortestPath (T, T )

l/shortest path between T ,andT, InG

if w(T6) < whem)

T = T0O
Q: priority queue of replaceable paths inT
/lordered by decreasing weights
end if
end while

return T Which paths are replaceable?
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STAR: Phase Il

w Definitions:
(1) Fixed nodeeither a query node or a node of degree >2 in the current tree

(2) Loose pathpath of the current tree in which only end nodes are fixed nodes

Algorithm 1: improve(T)

Q: priority queue of loose paths inT
//lordered by decreasing weights

while Q.notEmpty () do
p= Q.dequeue ()
{T,, T ,}=Remove(p, T)
findShortestPath (T, T )

l/shortest path between T ,andT, InG
it w(T6) < viem) \* 2
T = T6 X
Q: priority queue of loose paths inT Arnold
Schwarzenegger

/lordered by decreasing weights
end if
end while
return T
14
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Q: priority queue of loose paths inT Arnold
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(1) Fixed nodeeither a query node or a node of degree >2 in the current tree

(2) Loose pathpath of the current tree in which only end nodes are fixed nodes

Algorithm 1: improve(T)

Q: priority queue of loose paths inT
//lordered by decreasing weights

while Q.notEmpty () do
p= Q.dequeue () : scientist
{T,, T ,}=Remove(p, T)
findShortestPath (T, T )
l/shortest path between T ,andT, InG

if w(T6) < whem)

T = T0O
Q: priority queue of loose paths @ @
/lordered by decreasing weights e
end if
end while

return T
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